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1 Introduction

What do the sensitivity of fertility to climate shocks in Sub-Saharan Africa, the

missing middle in India, and the absent gender gap in employment in the National

Longitudinal Survey of Youths 1997 have in common? All three phenomena feature

in human-collected data, but are to an important degree artefacts of underlying data

collection processes. In particular, these data collection processes all introduce in-

centives for data collectors to manipulate samples. The resulting endogenous sample

selection introduces systematic bias, ultimately leading to erroneous inference.

Human-collected data are ubiquitous, ranging from surveys, censuses, medical

records and police reports to laboratory test results. They are essential for research

and policy alike. In theory, sampling for data collection is fully determined by pro-

tocol. In practice, data collectors exert considerable influence over sampling: they

frequently have the means to alter the sample, and the incentive to do so. In partic-

ular, in settings where the actions of data collectors are imperfectly observable, they

may exclude subjects that require disproportionate effort. These observations raise

three questions. First, do data collectors systematically exclude subjects? Second, is

the resulting selection of subjects out of the sample non-random? Third, does this

selection affect inference and analysis, and if so, how?

How could data collectors manipulate samples, and why would they? Data collec-

tors commonly execute two tasks: first, they screen for eligible units among a target

population using pre-established eligibility criteria. This screening determines which

units are included in the sample. Second, they collect detailed data about the sam-

pled units. Hence, successful screening of units creates more work for data collectors,

introducing an incentive to sabotage the screening, thereby manipulating the sample.

Consider a simple example for illustration. Household surveys, such as the Demo-

graphic and Health Survey (DHS) or the Multiple Indicator Cluster Survey (MICS),

primarily collect information about children (aged 0-5) and women (aged 15-49) by

administering long individual questionnaires about them. To identify eligible women

and children in the first place, data collectors list all household members and screen

for eligibility based on sex and age. This setup creates an incentive for data collectors

to either manipulate members’ eligibility criteria or omit eligible members entirely.

Figure 1 illustrates how these dynamics play out in the 2006 MICS from Togo: The

top panels show that question load for eligible women and children of either sex is
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about three times as high as for ineligible household members. The bottom panels

highlight how the associated age distributions lack mass in all age ranges that are

eligible for individual questionnaires (grey-shaded areas) and have excess mass on

the ineligible side of eligibility thresholds. Reassuringly, the male age distribution

(bottom right) shows the same missing mass below the age of 5 as the female age

distribution, but does not display missing mass between 15 and 49 (gold-shaded area),

thereby suggesting a causal link between question load and sample inclusion.

This paper provides causal evidence from 181 surveys across 73 countries that

variation in data collector effort cost across survey subjects leads to endogenous sam-

ple selection. We exploit the random assignment of question load across 3.4 million

households to show that: first, data collectors manipulate survey samples by ex-

cluding high-cost subjects. Second, manipulation leads to non-random selection of

subjects out of sample, resulting in under-representation of marginal populations.

Third, selection introduces systematic bias in aggregate statistics and gives rise to

erroneous inference. Fourth, endogenous sample selection is observed across many

forms of human-collected data in high- and low-income countries alike.
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Figure 1: Question load (top) and age distribution (btm) by sex in Togo MICS 2006
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Figure 1 plots the mean number of questions asked about female and male household members by age in panels (a)

and (b), and their age distributions in panels (c) and (d). Age groups eligible for individual questionnaires are shaded

in grey. Children under the age of 5 are eligible for the ‘under-five questionnaire’ and women between the ages of

15 and 49 are eligible for the ‘woman’s questionnaire’. In the right-hand panels, the age range between 15 and 49 is

shaded in gold to facilitate comparison with the same range in the left-hand panels. Details on the measurement of

question load by sex and age are available in Appendix A.1.3.

We view the data collector as an economic agent collecting data on behalf of

their principal, for example a national statistical office or a team of researchers. The

data collector’s actions are imperfectly observable. In their decision to truthfully

record a survey unit, e.g., a household member, as eligible or not for subsequent data

collection, e.g., an individual questionnaire, the data collector weighs the effort cost

of additional data collection against the expected penalty for manipulation. Thus, a

simple empirical prediction is that survey units associated with higher effort cost and

lower expected penalty are more likely to be excluded by data collectors.

To investigate endogenous sample selection empirically, we leverage data from

two of the largest international household survey programs – the Demographic and

Health Survey (DHS) and the Multiple Indicator Cluster Survey (MICS) – to doc-

ument endogenous sample selection across a wide range of contexts, and to study

its implications for aggregate statistics and economic analysis. The DHS and MICS

are widely used in economics and beyond. Since 2010, at least 37 papers in top

general interest economics journals have made use of these survey data, including

Young (2012), Vogl (2013), Michalopoulos and Papaioannou (2016), Jayachandran

and Pande (2017), Anderson (2018), Chatterjee and Vogl (2018), Hjort and Poulsen

(2019), Corno et al. (2020), Lowes and Montero (2021), Guarnieri and Tur-Prats

(2023), and Becker (2024).1 Their use outside of economics is even greater.2 At the

same time, the DHS and MICS are of great importance for policy, e.g., the monitor-

ing of the Sustainable Development Goals, aid allocation decisions, or to inform the

design of national policies in low- and middle-income countries (Nolan et al., 2017).

To estimate the causal effect of data collector effort cost on sample exclusion, our

main empirical strategy exploits the random assignment of individual questionnaires

for men (‘man’s questionnaire’) across households in 181 surveys (135 DHS and 46

1We include the American Economic Review, Econometrica, the Journal of Political Economy,
the Quarterly Journal of Economics and the Review of Economic Studies in this count.

2In 2022 alone, close to 1,000 articles in reputable journals from the natural sciences, social
sciences and fields of health and medicine referred to at least one survey program in their title or
abstract. See Section 3 for details on the relevance of DHS and MICS in economics and beyond.
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MICS). In this context, data collectors typically work on temporary contracts for the

duration of each survey and receive a fixed daily wage. Extra individual questionnaires

are time-consuming for data collectors, with each additional man’s questionnaire re-

quiring on average 25 minutes of extra work. Disutility of effort creates an incentive

to shorten household interviews by reducing the number of household members eligi-

ble for individual questionnaires.3 Indeed, we find that in 130 out of 181 surveys, the

number of men eligible for the man’s questionnaire is significantly smaller in house-

holds that have randomly been chosen to receive the man’s questionnaire (henceforth

referred to as treatment households). In the median survey, a randomly drawn man’s

questionnaire leads to a reduction in eligible men included in the survey by 6.5%. In

a quarter of surveys, the reduction exceeds 9.3%.

Since the DHS and MICS were primarily designed to obtain information about

women, and their children, in the population, the question remains if endogenous

sample selection also affects eligible women – and to which degree given the consider-

ably longer questionnaires for eligible women than for men in both survey programs.

To address this question, we pursue a complementary empirical strategy to estimate

the effect of the individual questionnaire for women (‘woman’s questionnaire’), which

is key for deriving core survey outcomes such as fertility and child mortality. We can-

not rely on random assignment of the woman’s questionnaire for identification since

such randomisation is extremely rare: as primary subjects of interest for the DHS and

the MICS, women are almost always subject to long individual questionnaires.

Instead, we provide a complementary empirical strategy that compares the number

of female household members of eligible and ineligible age in DHS and MICS to those

in contemporaneous population censuses. Whereas in the DHS and the MICS the

number of questions to be administered to women of eligible age (typically 15-49 years)

is much larger than the number of questions to be administered to women outside

this age range, no such difference in question load between women of eligible and

ineligible age exists in population censuses. Therefore, whereas data collectors face

strong incentives to exclude women of eligible age in DHS and MICS, no such incentive

exists in census data collection. Based on 77 survey-census pairs with suitable micro

data from 39 countries, we compare the average number of women of eligible and

ineligible age in the household in the DHS/MICS to the average number of women in

3Additional time pressure for data collectors to finish the assigned number of household interviews
per day further amplifies this incentive to exclude household members.
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the census. We find strong evidence of endogenous sample selection closely mirroring

our findings for men: we estimate that for 69 out of 77 survey-census pairs the lower

bound of eligible women is significantly negative. In the median survey, the lower

bound reduction in eligible women is 6.1%, exceeding 8.5% in a quarter of surveys.

The theoretical framework provides us with two testable empirical predictions.

First, that exclusion of household members from the sample is increasing in data

collector effort cost. Second, that it is decreasing in the probability of detection by

their principal. We provide evidence in support of both predictions. Exploiting ex-

ogenous variation in day-to-day temperature within data collector, combined with

the randomised assignment of the man’s questionnaire, we can show the causal effect

of higher effort cost from collecting data under extreme temperatures on the num-

ber of eligible men. We find an inversely U-shaped relationship, with temperatures

above 70◦F , and especially above 80◦F , significantly increasing the number of eligible

men missing in treatment households. In addition, we provide suggestive evidence

comparing estimates of missing men from surveys that introduced systematic audits

in the form of mandatory re-interviewing as an effective increase in the probability

of detection. Indeed, the average share of missing eligible men amounts to 4.5% in

surveys with audits compared to 7.3% in surveys without.

If women and men of eligible age were excluded from samples at random, our

findings would be of minimal concern to data users. However, we show that missing

individuals are non-randomly selected by data collectors and are best described as

belonging to marginalised populations. By comparing eligible men in treatment and

control households, we find that missing men are less closely related to the head

of their respective household, younger, less educated, and less likely to have ever

been married. A comparison of the characteristics of women of eligible age in the

DHS/MICS and contemporaneous censuses yields the same conclusion for missing

women. Reassuringly, in the few surveys without missing individuals, we fail to detect

selection. For a subset of surveys, household rosters essential to investigate selection

contain additional information: missing men also appear to be poorer, sicker and

weakly more likely to be disabled. Taken together, our findings on selection suggest

that among the high-effort-cost household members – men and women of prime age

who are eligible for individual questionnaires – data collectors screen out exactly those

individuals at the margins of their respective households, where household definitions

and cultural norms leave room for interpretation, and chances that supervisors can
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detect manipulation are lower.

How does the relative under-representation of marginalised populations affect ag-

gregate statistics? We show that two of the original core outcomes of the DHS and

the MICS, fertility and marriage, are significantly upward-biased due to endogenous

sample selection.4 Put differently, the nuclear family, i.e., household members whose

absence is easiest to detect, are relatively over-represented. Since these surveys re-

main a central data source on fertility for research (Vogl, 2016; Chatterjee & Vogl,

2018; Dupas et al., 2023) and an essential input for national health and education

policies, the upward bias in aggregate is of concern in its own right.5

Does endogenous sample selection also affect inference and economic analysis,

and if so, how? In three applications, we highlight that: First, endogenous sample

selection can be correlated with a given treatment, in particular if the treatment

affects the effort cost of data collectors. In such a case, even otherwise well-identified

experimental or quasi-experimental estimates will be biased: we demonstrate that

climate shocks in Sub-Saharan Africa are correlated with sample selection in the DHS,

thereby leading to spurious relationships between shocks and outcomes of interest.

Second, to study labour and capital market frictions researchers often use firm or

farm size distributions for inference, either explicitly by testing for bunching at policy-

relevant thresholds or implicitly by leveraging moments of the firm size distribution to

estimate model parameters. However, firm and farm censuses frequently employ size

thresholds to determine sample inclusion and question load: we show that endogenous

sample selection leads to distortions in recorded firm-size distributions. In particular,

the entire ‘missing middle’ of firms in the Indian Economic Census can be explained

by data collector incentives, with direct implications for structural estimation that

uses these distorted firm-size distributions.

Third, endogenous sample selection can introduce initial selection of subjects into

longitudinal surveys, generating dynamics in outcomes that are not representative of

underlying population dynamics: we show that high-effort-cost individuals are missing

from the US National Longitudinal Survey of Youths 1997 (NLSY97) and that the

missing appear positively selected on family income. As a result, the dynamics of

youth employment are diverging from those estimated from comparable survey data,

4Note that the predecessor of the DHS in the 1970s and 1980s was the World Fertility Survey.
5See Ministère de la Santé et de l’Hygiène Publique (2021) and Government of the Republic of

Malawi (2018) for examples of the use of DHS fertility estimates for public policy and planning.
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for example with respect to gaps across gender.

More fundamentally, our findings highlight a novel information-bias trade-off in

data collection. As the number of questions to be administered increases, samples

shrink. This, in turn, induces selection and leads to bias. To quantify this trade-off,

we estimate the elasticity of sample size with respect to question load using both of our

empirical strategies. We find an average elasticity of approximately −0.01, suggesting

that adding an individual questionnaire that includes the same number of questions

as the household roster to a survey leads to a reduction in eligible survey subjects

by 1%. This elasticity remained remarkably stable over the history of the DHS and

MICS, while question load proliferated dramatically, such that average missing men

increased from 6.1% in the 1990s to 8.9% today.

How can endogenous sample selection in existing data be corrected for, and pre-

vented in future data collection? Exploiting either contemporaneous censuses or

control group survey households to provide information about marginal distributions

of population parameters enables re-weighting, such as iterative raking. For example,

we show how multivariate raking can reduce approximately half of the estimated bias

in fertility. In other words, data collectors appear to select based on a combination

of observable and unobservable (to the econometrician) respondent characteristics.

For ex ante prevention, we investigate the role of technology and recent innovations

in the DHS and MICS how sample selection could be reined in. We find suggestive

evidence that tablets and field check tables alone are ineffective, whereas mandatory

re-interviewing markedly reduces the number of missing individuals. Alternatively,

to limit the effects of incentives, a simple policy recommendation is to ensure the

division of labour between listing and data collection teams. Of note are also the

large benefits of introducing randomised elements in data collection designs – both

for live diagnostics and ex post correction.

Finally, beyond our main analysis, we assemble additional suggestive evidence to

confirm how widespread of an empirical phenomenon endogenous sample selection as

a result of data collector incentives appears to be – affecting numerous forms of data

collection and popular data products in low- and high-income countries alike.

This paper contributes to four streams of literature. First, it adds to a long and

active literature on selection in surveys (Rubin, 1976; Meyer et al., 2015; Dutz et

al., 2021). While this literature is largely focused on non-response bias, i.e., self-

selection of respondents, this paper highlights an overlooked margin of selection that,
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unlike non-response, is not (directly) observable to the econometrician: the selection

of respondents by data collectors. We show that endogenous sample selection driven

by data collector incentives can lead to substantial bias in aggregate statistics and

erroneous inference.

Second, this paper contributes to a broad literature on the design and implemen-

tation of data collection. While the manipulation of respondent screening by data

collectors has been recognized as a potential concern by practitioners (Marckwardt &

Rutstein, 1996; Pullum, 2006), it has barely received any attention from researchers.6

We examine the screening incentives of data collectors through the lens of economic

theory and provide systematic, global evidence of their impact on sample selection.

In doing so, we relate to at least three streams of work within the broader literature

on data collection. First, we relate to research on enumerator effects (West & Blom,

2017; Di Maio & Fiala, 2019). While we also examine the role of data collectors in

data collection, we do not focus on the effect of the identity of data collectors on data

collection, but investigate how variation in incentives (within data collector) affects

data collection. Second, we relate to recent work on respondent fatigue (Ambler et al.,

2021; Abay et al., 2022; Jeong et al., 2023) examining the effect of question load on

respondent behaviour. In this paper, we instead shed light on the effect of question

load on the behaviour of data collectors. Finally, we contribute to the wider literature

on survey design – including research on question design (Bardasi et al., 2011; Dillon

et al., 2012; Serneels et al., 2017), respondent effects (Kilic et al., 2021; Dervisevic

& Goldstein, 2023; Dillon & Mensah, 2024; Masselus & Fiala, 2024), interviewer pay

(Menold et al., 2018) and supervision arrangements (Sen, 2024). We provide new

insights on how the allocation of question load across sampling units translates into

incentives for surveyors to falsify survey responses with regards to eligibility criteria.7

Third, we provide a cautionary tale for the study of climate shocks. We demon-

strate that extreme weather events, such as heat, droughts and floods, affect sample

composition in data collected by humans on the ground. This endogenous sample

selection, in turn, undermines causal identification of the impact of climate shocks on

any outcomes from such data – with implications for a wide range of work investigat-

6An exception is Eckman and Koch (2019) who compare the European Social Survey, in which
interviewer involvement in sampling varies across countries, with adjacent labour force surveys.

7This paper is also related to the cross-disciplinary literature concerned with data fabrication in
surveys and its implications for research (Crespi, 1945; Kosyakova et al., 2014; Blasius & Thiessen,
2015; Finn & Ranchhod, 2015; Robbins et al., 2018; Castorena et al., 2023).
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ing the effects of climate shocks on health (Burke et al., 2015; Fichera & Savage, 2015;

Nagata et al., 2021; Le & Nguyen, 2022), fertility (Norling, 2022), mortality (Geruso

& Spears, 2018), marriage (Corno et al., 2020; Corno & Voena, 2023), domestic vi-

olence (Epstein et al., 2020), consumption (Paxson, 1992; Dimitrova, 2021), wealth

(Thiede, 2014) and conflict (Miguel et al., 2004; Couttenier & Soubeyran, 2014).

Fourth, we contribute to the literature on the missing middle. Whether or not

firm size distributions in low- and middle-income countries exhibit a relative lack of

medium-sized firms remains subject of ongoing debate (Tybout, 2000, 2014; Hsieh

& Olken, 2014; Abreha et al., 2022). We propose endogenous sample selection as a

novel explanation for the observation of a missing middle. In particular, we argue that

design and implementation of firm censuses frequently generate incentives for data

collectors to omit medium-sized firms, as evident in the Indian Economics Census.

The remainder of the paper is structured as follows. Section 2 introduces a simple

theoretical framework. Section 3 provides background on the relevance, design and

implementation of the DHS and MICS. In Section 4, we present empirical strategies

and results on missing individuals. In Section 5, we examine the selection of miss-

ing individuals. Section 6 presents three applications of endogenous sample selection

highlighting how empirical analysis can be biased as a result. Finally, Section 7 dis-

cusses the relevance of endogenous sample selection for data collection more broadly,

before Section 8 concludes.

2 Theoretical framework

A simple theoretical framework of data collector behaviour can guide the empirical

analysis of endogenous sample selection. Data collectors face a choice of including or

excluding a given subject from the eligible population in the initial listing exercise.8

The decision to report or not to report a given subject, R ∈ {0, 1}, in the listing

is determined by two competing forces: the cost c of enumerating a given subject if

the data collector reports them, and the probability of detection p (and associated

penalty of losing their wage w) if they do not report. Both forces vary with the

subject’s observable characteristics x, such as a their age or sex.

8This decision to exclude covers both empirically relevant cases we document in Section 4: dis-
placement, i.e. adjusting a subject’s age to make them ineligible, and omission, i.e. not reporting a
subject on the roster. Both cases lead to exclusion of that subject from the long questionnaire.
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The utility of the data collector, U , as a function of the decision to report, R, can

be written as follows:

U(R) = (1− [p(x)× (1−R)])w − c(x)×R (1)

The data collector will decide to report a given subject R = 1 if their wage w

exceeds the detection probability-scaled cost of enumeration:

U(1) > U(0) if w >
c(x)

p(x)
(2)

Therefore, a given subject is more likely to not be reported if their enumeration

cost is high, or the detection probability of them not having been reported is low. As

illustrated in Figure 1 for household surveys with individual-level questionnaires, the

cost of enumeration, driven by question load, varies across household members as a

function of their observable characteristics, vector x, e.g., age and sex. For example,

a 16-year old female is eligible for a long questionnaire in the DHS/MICS surveys,

incurring higher cost for data collectors than a 14-year old female or 16-year old male.

However, deciding not to include a subject entails a risk of detection by the su-

pervisor. With probability p manipulation in the form of not reporting a subject is

detected, the data collector gets fired and does not receive their wage w. Detection

is not random, and we assume the detection probability to depend on observable

characteristics x. In our setting, some observables that aid detection also drive data

collector cost, such as a household member’s age, whereas other observables are inde-

pendent of cost: the genealogical distance to the household head, ceteris paribus, does

not affect data collector cost – but a household without a wife or husband is much

easier to detect for supervisors than one missing an aunt, cousin, niece or grandchild.

The main testable prediction arising from our theoretical framework is that data

collectors maximise utility of data collection by not reporting, i.e. excluding, high

cost, low detection probability subjects. In Section 4 we test if data collectors ex-

clude household members from the sample in general. Exogenous variation in data

collector effort cost (or variation in detection probability) allows us to explicitly test

the mechanism described above (cf. Subsection 4.3). Finally, if data collectors exclude

household members as a function of subjects’ expected effort cost and the perceived

probability of detection for a given subject, this can introduce systematic selection of

the sample which we test for in Section 5.
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3 Background

3.1 Relevance

In this paper, we primarily study endogenous sample selection in two large interna-

tional household survey programs, the Demographic and Health Survey (DHS) and

the Multiple Indicator Cluster Survey (MICS). The DHS focuses on fertility, fam-

ily planning, maternal and child health, HIV/AIDS, malaria, and nutrition. It is

funded by USAID and implemented by ICF. Since its inception in 1984, the program

has conducted more than 400 surveys, with sample sizes ranging between 5,000 and

12,000 households and an estimated average cost of USD 1.6 million per survey. The

MICS program bears many similarities with the DHS. It also mainly focuses on the

situation of children and women in low- and middle-income countries and comprises

more than 350 surveys. Sample sizes and costs tend to be lower, however, averaging

around 12,000 households and USD 1.1 million per survey, respectively. Both survey

programs have a reputation for collecting accurate, comparable, nationally represen-

tative data using standardized, state-of-the-art survey instruments across countries.9

We focus on these two household survey programs for three reasons. First, they

are of great importance for research, especially in the social sciences and the fields of

medicine and health.10 As data from the Web of Science database shows (Figure A1),

the annual number of articles published in reputable journals across all fields that

refer to the DHS and the MICS in their title or abstract has increased 27-fold since

2000, reaching nearly 1,000 in 2022.11 The true use of the data is likely much higher,

though, because many papers that use the data do not explicitly mention them in

title or abstract. For example, out of at least 37 papers published in Economics top

5 journals since 2010 that use the DHS or the MICS, only one refers to them in title

or abstract.

Second, the DHS and the MICS are of great importance for policy. They are

key to monitoring the Sustainable Development Goals (SDGs), providing input data

for about 30 SDG indicators. They affect aid flows, not least through programs

that are explicitly conditioned on DHS-derived indicators, such as the World Bank

9See Sustainable Development Solutions Network (2015) for details on survey cost estimates.
10Short Fabic et al. (2012) provide a historic overview of DHS use in population/health research.
11Statistics based on Web of Science database keyword search, restricted to journals that formed

part of the Essential Science Indicator journal master list as of June 2024.
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Program-for-Results. At the national level, they are an important input to policy,

in particular in health sector, as documented by Nolan et al. (2017) and evidenced

by frequent references to them in national health policy plans (Ministry of Health,

Republic of Ghana, 2020; Ministry of Health, Republic of Kenya, 2022; Government

of the Republic of Malawi, 2018; Ministry of Health, Uganda, 2017).

Third, both survey programs are of global importance. Since program inception,

the DHS and the MICS program have conducted surveys in more than 90 and 120

countries, respectively, making them a unique source of globally comparable data over

a time span of more than 30 years.12

3.2 Survey design

USAID/ICF and UNICEF provide questionnaire templates to local agencies at the

beginning of each survey wave. The DHS originally consisted of two questionnaires:

a household questionnaire (including household roster) and a woman’s questionnaire.

The MICS was originally composed of three questionnaires: a household question-

naire (including household roster), a woman’s questionnaire and an under-five ques-

tionnaire. In both survey programs, the household questionnaire is composed of

two parts, the household roster and household-level questions. The household roster

gathers basic demographic information on all household members and is used to de-

termine the eligibility of household members for individual questionnaires based on

sex and age. Household-level questions concern topics such as asset ownership, energy

use and sanitation. The woman’s questionnaire is administered to all women aged

15 to 49 and focuses on fertility and maternal health. The under-five questionnaire

is administered to all children under the age of 5 and focuses on child health and

development.

In later survey phases, both survey programs introduced a man’s questionnaire.

This questionnaire addresses similar topics as the woman’s questionnaire – mainly

fertility, health and sexual behaviour – but is typically much shorter. In most surveys,

the eligible age ranges from 15 to 49, but in some cases it also includes older men up

to the age of 54, 59 or 64. Importantly, in many surveys this questionnaire is only

administered in a random subset of households within each enumeration area.

Individual questionnaires are administered after the household roster has been

12Statistics retrieved from the official DHS website – https://dhsprogram.com/ – and the official
MICS website – https://mics.unicef.org/ – on August 18, 2024.
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completed. This implies that at the time of the roster completion, survey respondents

do not know how the age and sex of household members recorded in the roster affect

the length of the household interview. Data collectors are very much aware of this,

however, since they are familiar with the survey structure from their training and

their experience with previous households. Moreover, the survey instruments make

the eligibility of household members for individual questionnaires very salient, asking

data collectors to mark every eligible member as they fill in the roster (see Figure A3

for illustration).

An important difference between the DHS and the MICS lies in the household

definition they work with. The MICS operates with a de jure household definition,

recording all usual members. Each of these members qualifies for the individual

questionnaire if they are in the eligible age range. The DHS instead records all usual

household members and all guests who stayed in the household the night before.

The eligibility of de facto and de jure household members for individual ques-

tionnaires, however, varies across surveys. In phases 1 and 2 of the DHS program,

eligibility was conditional on having slept in the household last night. From phase 3

onwards, most surveys did not condition eligibility on having slept in the household

last night anymore. However, all results published by the DHS remain restricted to

de facto populations to avoid double-counting.13 Therefore, we define eligibility in the

DHS as being of eligible age and having slept in the household last night throughout

our analysis.

3.3 Data collector incentives

DHS and MICS are funded and supported by USAID and UNICEF, respectively.

Both programs provide questionnaire templates that are standardized within survey

phases and guidelines for implementation in the form of manuals for data collec-

tors, supervisors, editors as well as data collector training, household sampling and

other topics. However, surveys are ultimately implemented by local agencies, most

commonly National Statistical Offices.14 Hence, data collectors are recruited locally.

Nonetheless, hiring practices barely vary across contexts. Temporary contracts for

the duration of the survey are standard. Only a few implementing agencies rely on

13In fact, none of the data from individual interviews of household members who did not sleep in
the household last night is published.

1482% of the surveys in our main sample were implemented by National Statistical Offices, 15% by
other governmental bodies, such as Ministries of Health, and 3% by nongovernmental organizations.
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their permanent staff for enumeration in addition to temporary workers.15 Data col-

lectors generally have to meet the following criteria: They have to (i) be available to

work full time for the duration of the survey, (ii) exceed a minimum level of physical

fitness, so they can walk long distances, and (iii) speak at least one of the languages

used for training. Additionally, there is a preference for local candidates from within

a region of a country and candidates with secondary or higher education. As a result,

interviewers are more educated than the average respondent in most contexts.

Data are collected by enumeration teams usually comprised of a supervisor, a

field editor and several data collectors. Supervisors are in charge of the organization

of the fieldwork, including the assignment of households and questionnaires to data

collectors and spot check re-interviews. Field editors are responsible for monitoring

data quality. To this end, they observe interviews, edit completed questionnaires

and may ask data collectors to return to interviewed households to correct problems.

Additional data quality issues can be detected through field check tables produced by

data processing teams during fieldwork. These are typically provided to supervisors

after the completion of an enumeration area and can inform measures to improve

data quality going forward. All of this implies that the missing eligible individuals

we detect in this paper were either not flagged in any of the data quality checks or,

if flagged, they were not addressed successfully.16

Data collectors’ employment contracts are designed by the implementing agencies.

Thus, they can vary across surveys. In practice, however, data collectors are almost

always paid a fixed daily wage plus a per diem for food and accommodation. The

daily workload of enumeration teams is typically set in advance by the central office of

the implementing agency and adherence to the schedule is heavily emphasized during

fieldwork. Supervisors are responsible for assigning households to data collectors at

the beginning of each day, but these assignments can be adjusted throughout the day

as some interviews take shorter or longer than expected. Data collector performance

is monitored continuously throughout the survey. Supervisors complete a so-called

‘interviewer progress sheet’ after the completion of each survey cluster to track how

15Fieldworker data from recent DHS confirm that most data collectors work under temporary
contracts. In the 19 surveys included in our main sample for which fieldworker data is available, on
average 13% of data collectors are permanent employees and 87% have temporary contracts.

16Neither in the DHS nor the MICS data is it possible to observe which interviews were monitored
by a field editor or re-conducted by a supervisor.
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data collectors are keeping up with the assigned workloads.17 This means that data

collectors benefit from missing eligible household members in at least two ways. First,

they will be better able to keep up with the assigned workloads, thereby building a

good reputation, minimising their risk of termination, and increasing their chances of

re-employment.18 Second, they may have shorter working days.

The incorrect completion of household rosters also carries a risk for data collectors.

Supervisor guidelines indicate that terminations may be necessary in cases of data

falsification. It is unclear how common such terminations are in practice, but the

DHS recommends implementing agencies to recruit reserve data collectors who can

step in after separations.19

4 Missing household members

4.1 Missing men

4.1.1 Empirical strategy

In many DHS and MICS, only a random subset of households is eligible for the man’s

questionnaire. Random assignment is carried out at the headquarters of the imple-

menting agency after household listing in all enumeration areas has been completed.20

To this end, USAID and UNICEF provide implementing partners with a computer

tool for randomisation.21 Each household’s randomly drawn eligibility status is pre-

filled on their questionnaire and thus visible to data collectors.

Relying on the random assignment of the man’s questionnaire across households,

we run the following OLS regression to estimate the causal effect of eligibility for the

man’s questionnaire:

Yic = αc + βMQic + ϵic (3)

where Yic is an outcome of interest of household i in stratum c. MQic is an indicator

variable that takes the value one if household i is eligible for the man’s questionnaire,

and zero otherwise. αc is a set of stratum fixed effects. In most surveys, strata

17See LoPalo’s (2023) Online Appendix Figure 1 for the DHS ‘interviewer progress sheet’.
18DHS fieldworker data shows that many data collectors have previous DHS experience.
19This subsection is based on exchanges with UNICEF’s Data Collection Unit, and LoPalo (2023).
20The listing of households in all enumeration areas selected for a survey is typically carried out

a few month ahead of the planned survey fieldwork.
21The MICS sampling and randomisation tool is available here.
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correspond to enumeration areas. In a few MICS, the random assignment of the

man’s questionnaire is additionally stratified by the presence of children below the

age of 5, as recorded during the household listing exercise preceding the survey. The

regression coefficient β captures the causal effect of household assignment to the man’s

questionnaire on the outcome of interest.22

We attribute the difference in outcomes between treatment and control households

to the difference in incentives faced by the data collector. While we concede that the

listing of household members is ultimately the product of the interaction between

the data collector and the respondent – and the respondent may also be interested in

shortening the interview – we argue that the respondent does not possess the necessary

information that would allow them to intentionally reduce the number of eligible men.

First, respondents are unlikely to be familiar with the question load distribution

across age since neither the DHS nor the MICS are panel surveys, but repeated cross-

sectional surveys that are typically only carried out every 5 years.23 Second, unlike

data collectors, respondents do not know the eligibility of their household for the

man’s questionnaire.

4.1.2 Data

Based on the universe of survey reports published on the official DHS and MICS

websites, we identify 181 surveys, 135 DHS and 46 MICS, carried out across 73

countries between 1991 and 2022 in which a man’s questionnaire was administered to

a random subset of households. Table A2 provides a complete list of these and Figure

2 illustrates their geographic coverage, including low- and middle-income countries

from all continents. The resulting dataset includes 3.4 million households out of which

1.1 million were randomly assigned a man’s questionnaire.24

The random assignment of the man’s questionnaire to households is stratified by

enumeration area. The treatment probability varies between 1/12 and 2/3 across

22Note that we do not observe any cases of eligible men in eligible households that were not
attempted to be interviewed individually. Hence, data collectors appear to comply perfectly with
the random assignment. But not all eligible men in eligible households complete the individual
interview. Some are absent, incapacitated or refuse. The average completion rate in our sample of
surveys is 90.5%.

23The continuous DHS in Senegal and Peru are exceptions to this. They are carried out annually.
24We identify additional surveys with a man’s questionnaire that is randomly assigned across

households. We do not include these here because either their design differs in important ways
from the one described in Section 3.2 or the available microdata does not lend itself to our analysis.
Details are provided in Appendix A.1.1. We also exclude surveys that do not have national coverage.
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Figure 2: Geographic coverage of surveys with randomly assigned man’s questionnaire

surveys, but it is most frequently 1/2 (in 55% of surveys) or 1/3 (in 34% of surveys).

The median duration of the man’s questionnaire varies between 6 and 50 minutes

across surveys, with the average man’s questionnaire lasting 25 minutes.

In a subset of surveys (76), men and/or women in treatment households who

are eligible for the individual questionnaire as well as children under the age of 5

are also eligible for biomarker collection. This typically amounts to a combination

of HIV testing among eligible adults, anaemia testing among eligible women and

children, and malaria testing and anthropometry among children. Men’s biomarkers

are collected in 58 of these surveys. In all of these cases, we estimate the joint impact

of the man’s questionnaire and biomarker collection.

Microdata for the identified surveys is obtained from the DHS (ICF, 1982-2022)

and MICS (UNICEF, 2000-2022) online microdata archives. All variables required for

the analysis are harmonised across datasets, as detailed in Appendix Section A.1.4.

4.1.3 Results

We find that household assignment to the man’s questionnaire leads to the recording

of a significantly lower number of eligible men in most surveys. Figure 3 plots the

point estimates and 95% confidence intervals of the β coefficient from specification (3)

relative to the control mean, sorted by magnitude across surveys. We estimate a

statistically significantly negative impact in 130 out of 181 surveys (72%). For the

remaining 51 surveys, our point estimates are mostly negative, but insignificant (36
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surveys). Only for a single survey, we estimate a statistically significant positive

effect. The median reduction in eligible men amounts to 6.5%. In 25% of surveys the

reduction exceeds 9.3%, peaking at 23%.25

Surveys with longer man’s questionnaires display more missing men. As shown

in Figure A6, an increase in the length of the man’s questionnaire by 69 questions,

corresponding to the difference between the 25th and the 75th percentile in the distri-

bution of questionnaire length in our sample of surveys, is associated with an increase

in missing eligible men by 2.2 percentage points.
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Figure 3: Effect of man’s questionnaire on number of eligible men in the household

This figure displays estimates of β from equation (3) relative to the control mean where the outcome variable is the
number of eligible men in the household. The sample consists of all 181 DHS and MICS with a man’s questionnaire
that is randomly assigned across households. Circles indicate point estimates and bars indicate 95% confidence
intervals. Surveys are sorted along the x-axis in ascending order of the point estimate. Every 5th survey is labelled.
Survey labels are composed of three-letter country codes, followed by the year of the survey and a single letter D or
M standing for DHS or MICS, respectively. All estimates are reported in Table A4, column (3).

Data collectors can achieve the observed reductions in the number of eligible

25Note that effects are larger in surveys where male biomarkers are collected alongside the ques-
tionnaire (see Figure A5).
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men in treatment households in at least three ways. First, they can manipulate the

eligibility criteria of household members such that they do not qualify for the man’s

questionnaire. Second, they can omit eligible men entirely from the household roster.

Third, they can behave in ways that reduce the household response rate among eligible

households with a large number of eligible men.

We find strong evidence in support of the first two margins, manipulation of

eligibility criteria and omission of eligible men, but not the third. The number of

ineligible men in treatment households exceeds the one in control households in many

surveys, consistent with manipulation of eligibility criteria.26 As shown in Figure 4,

our point estimates are significantly positive for 56 surveys, significantly negative for

6 surveys and statistically insignificant in the remaining 119 surveys. Reassuringly,

the total number of men in households is not affected positively by treatment in

any surveys. Instead, it is either unaffected by treatment (94 surveys) or negatively

impacted (87 surveys). The latter indicates that in many surveys, omission of eligible

men from rosters is an important channel through which data collectors reduce their

workload (see Figure A9).

We find limited evidence of differential household response by household assign-

ment to the man’s questionnaire. First, note that household response rates in the

surveys under study are very high. In fact, the average survey in our sample has

a response rate of 97.4%.27 Hence, there is limited scope for differential response.

Second, MICS data allow us to explicitly test for balance in response.28. We find that

response is balanced between treatment and control in all but 5 out of 43 surveys (see

Figure A4). In all of these five cases, treatment is associated with marginally lower re-

sponse rates, with the shortfall ranging between 0.3 and 1.4 percentage points. Hence,

strategic manipulation of household responses does not appear to be an important

margin of data collector response.

It is worth noting that the administration of the man’s questionnaire goes hand

in hand with a change in data collectors. A strong emphasis on same-sex interviews

in the DHS and the MICS program means that a male interviewer is required for

26Ineligible men are those who do not qualify for the man’s questionnaire because of their age. In
the DHS, ineligible men additionally include those who did not sleep in the household last night,
independent of their age.

27Response rates are sourced from the final reports of all surveys in our sample.
28The DHS program does not publish data on households that did not complete the interview.

However, the MICS program provides this data for all but three surveys in our sample.
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Figure 4: Effect of man’s questionnaire on number of eligible and ineligible men

This figure displays estimates of β from equation (3) where the outcome variable is the number of eligible (black)
and ineligible men in the household (red), respectively. The sample consists of all 181 DHS and MICS with a man’s
questionnaire that is randomly assigned across households. Circles indicate point estimates and bars indicate 95%
confidence intervals. Surveys are sorted along the x-axis in ascending order of the point estimate on the number of
eligible men. Every 5th survey is labelled. Survey labels are composed of three-letter country codes, followed by the
year of the survey and a single letter D or M standing for DHS or MICS, respectively. All estimates are reported in
Table A4, columns (2) and (4).

households that are eligible for the man’s questionnaire while this is not the case for

ineligible households. As a result, household questionnaires in treatment households

are more likely to be administered by male data collectors (see Figure A7a). However,

consistent with the idea of moral hazard, selection of data collectors into treatment

cannot explain the reductions in the number of eligible men as point estimates are

barely affected by the inclusion of data collector fixed effects (see Figure A8).29

29See Appendix A.2 for more details on the effect of the man’s questionnaire on data collector
characteristics. In the same section, we also examine effects on respondent characteristics.
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4.2 Missing women

4.2.1 Empirical strategy

In the DHS and the MICS, women’s responses to the woman’s questionnaire are

of central interest because they are informative about the main focus area of the

two survey programs, namely the situation of women and children. Eligible women

face substantially longer individual questionnaires than eligible men. In our sample

of surveys, the median duration of the woman’s questionnaire exceeds the median

duration of the man’s questionnaire in every single survey. On average, the woman’s

questionnaire is 16 minutes (64%) longer than the man’s questionnaire. In conjunction

with the results presented in the previous section, this raises serious concerns about

endogenous selection of eligible women.

To assess the amount of missing women of eligible age, we cannot rely on the

same identification strategy as for men because in both the DHS and the MICS, the

woman’s questionnaire is always administered in all households, not just a random

subset of households. We identify three (partial) exceptions to this rule, however.

In the Ghanaian 2008 DHS, the woman’s questionnaire was only administered in a

random subset of households. Additionally, in the 2013 DHS in Namibia and the

2019 DHS in Gabon, a short version of the woman’s questionnaire was administered

to women aged 50 to 64 in a random subset of households (in addition a standard

woman’s questionnaire for women aged 15-49 in all households). We leverage the

random assignment in these three surveys to test if our results for men also hold

among women.

We complement this approach with a comparison of the number of female house-

hold members of eligible and ineligible age in DHS/MICS and contemporaneous pop-

ulation censuses. This is motivated by the fact that in the DHS and the MICS the

number of questions to be administered to women of eligible age (typically aged be-

tween 15 and 49) is much larger than the number of questions to be administered

to women outside this age range, but no such difference in question load between

women of eligible and ineligible age exists in population censuses. This means that

data collectors have a strong incentive to omit women of eligible age or to manipulate

their age such that they appear to be ineligible in the DHS and the MICS, but they

have no such incentive in censuses. Hence, we can compare the average number of

women of eligible and ineligible age in the household in the DHS/MICS and the cen-

21



sus to test if survey samples contain fewer women of eligible age and (weakly) more

of ineligible age.

4.2.2 Data

We form survey-census pairs by matching all DHS and MICS with population censuses

conducted within two years of the survey. Since the MICS only records de jure

household members, we ensure that censuses matched with MICS record all de jure

members.30 When comparing a DHS to a contemporaneous population census, we

restrict the data to de facto household members because DHS statistics generated

from individual questionnaires are based on de facto members only.31 For 77 of

the resulting census-survey pairs, we obtain microdata from IPUMS-International

(Ruggles et al., 2024) or directly from national statistical offices.32 See Table A3 for

a complete list of the pairs and data sources. They cover 39 countries across Africa,

Asia and Latin America, as shown in Figure A10.33

To ensure comparability between census and survey data, we exclude collective

dwellings from census data. We confirm that the relative question load of eligible

to ineligible women is close to one in all censuses, but much larger in the matched

DHS and MICS. As shown in Figure A12, the relative question load varies between

1.0 and 1.5 across the matched censuses while it varies between 1.1 to 29.3 across the

matched surveys.

4.2.3 Results

Exploiting the random assignment of the woman’s questionnaire to households in

three DHS, we find a sizable effect of the woman’s questionnaire on the presence of

eligible women in households in 2 out of 3 surveys - in line with our results for men

presented in the previous section. Moreover, the effects of the woman’s and the man’s

questionnaire are of the same order of magnitude within the same survey, as shown

in Figure A11.

30For a subset of MICS-census comparisons, we restrict the data to de jure members that slept in
the household last night because matching censuses do not include de jure members who are absent.

31For a subset of DHS-census comparisons, we restrict to de facto members that are usual members
of the household because matching censuses do not include de facto members who are visitors.

32The authors wish to acknowledge all the statistical offices that provided the underlying data
making this research possible. See Table A3 for a complete list of these.

33We exclude seven DHS-census pairs where eligibility for the DHS woman’s questionnaire is
conditional on having ever been married.
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Comparing the number of eligible and ineligible women in the household in the

DHS/MICS and contemporaneous population censuses paints a similar picture. Fig-

ure 5 illustrates that households in the DHS/MICS almost always contain fewer

women of eligible age and more of ineligible age. In some cases, however, they contain

more or less of both eligible and ineligible women, which points to level differences

in the number of recorded household members that may arise from differences in the

implementation of household rosters between the DHS/MICS and the census. Impor-

tantly, however, the difference in ineligible women between census and DHS/MICS is

always at least weakly greater than the difference in eligible women. Thus, in relative

terms, the DHS/MICS are under-recording eligible women throughout.
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Figure 5: Missing and excess women in DHS/MICS relative to census

This figure displays estimates of β3 from equation (6) where the outcome variable in the number of women of eligible
(blue) and ineligible age (red). The sample consists of all 77 DHS- and MICS-census pairs. Circles indicate point
estimates and bars indicate 95% confidence intervals. Surveys are sorted along the x-axis in ascending order of
the point estimate on the number of eligible women. Every 2nd survey is labelled. Survey labels are composed of
three-letter country codes, followed by the year of the survey and a single letter D or M standing for DHS or MICS,
respectively. All estimates are reported in Table A6, columns (2) and (3).

We provide bounds on the number of missing women that account for poten-

tial levels differences in the recording of household members between censuses and
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DHS/MICS. We consider two extreme cases. First, to derive a lower bound, assume

data collectors do not omit any eligible women from household rosters in the survey.

They only engage in manipulation of age to displace eligible women across the eligi-

bility thresholds. In this case, the number of missing eligible women in the survey

relative to the census should equal the number of excess ineligible women, and any de-

viations from this equality would reflect level differences in the recording of household

members between survey and census. Hence, the number of missing women is given

by half of the difference-in-differences between the number of eligible and ineligible

women in survey and census.

Second, to derive an upper bound, assume data collectors do not engage in age

displacement. Their only strategy to reduce the number of eligible women they have to

interview is to omit such women from household rosters. In this case, any deviation of

the difference in the number of ineligible women between survey and census from zero

reflects level differences in the recording of household members between survey and

census. Thus, the number of missing eligible women is given by the entire difference-

in-differences between the eligible and ineligible women in survey and census.34

Figure 6 displays the resulting bounds for missing women. We estimate a statis-

tically significantly negative lower bound in 69 out of 77 surveys, ranging between

2% and 17%. In 11 of surveys the lower bound exceeds 10%. The estimated upper

bound is substantially larger (in absolute terms) and surpasses 10% in 46 of the sur-

veys. This suggests that a substantial number of eligible women is screened out by

DHS/MICS data collectors and never administered the woman’s questionnaire. As

in the case of men, this appears to be a more serious issue in surveys with longer

individual questionnaires (see Figure A13).

To assess the bounds we construct for women, we turn to a subsample of DHS/MICS

for which we have both a randomised man’s questionnaire and a matched population

census. This allows us to compare bounds of missing men for households with a man’s

questionnaire based on a survey-census comparison with our experimental estimates

of the effect of the man’s questionnaire. We find that the two approaches yield re-

markably similar results (see Figure A14). In 24 out of 33 surveys, the confidence

interval of the experimental estimate overlaps with the range of estimates delimited

by the bounds. In the remaining cases, the experimental estimate falls short of the

lower bound.

34See appendix A.3 for details on the estimation of the bounds.
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Figure 6: Bounds of missing women in DHS/MICS relative to census

This figure displays estimates of the upper and lower bounds of missing women, indicated by blue diamonds. Grey
shaded bars indicate 95% confidence intervals. The sample consists of all 77 DHS- and MICS-census pairs. Surveys
are sorted along the x-axis in ascending order of the point estimate of the lower bound. Every 2nd survey is labelled.
Survey labels are composed of three-letter country codes, followed by the year of the survey and a single letter D or
M standing for DHS or MICS, respectively. All estimates are reported in Table A6, columns (4) and (5).

To facilitate the comparison of our estimates across surveys and sex, we normal-

ize our estimates of missing men and women relative to the length of the individual

questionnaires faced by eligible household members. To this end, we compute the

elasticity of the number of recorded eligible household members with respect to ques-

tion load. We define this elasticity as the relative reduction in the number of eligible

household members over the relative increase in question load for eligible household

members. We measure the question load by the total number of questions listed in

the questionnaires that a household member is eligible for (household roster, man’s

questionnaire, woman’s questionnaire).35

35More formally, the elasticity is ε = (β/mc)/[(qeligible/qineligible) − 1] where β is the effect of
household assignment to the man’s questionnaire on the number of eligible men as estimated in
equation (3), mc is mean number of eligible men in control households and qi is the number of
questions that an (in)eligible member has to be asked. See Appendix A.1.3 for details on the
counting of questions listed in questionnaires.
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We find similar elasticities for men and women. The elasticity for men estimated

from the random assignment of the man’s questionnaire is on average −0.010, with

variation across surveys between −0.001 at the 10th percentile and −0.021 at the 90th

percentile. The elasticity for women estimated from the survey-census comparison

ranges between −0.002 at the 10th percentile and −0.027 at the 90th percentile, with

an average of −0.008. In surveys where we can estimate both of these elasticities (33),

they are quantitatively similar and rarely statistically significantly different from each

other, as shown in Figure A15.36

4.3 Mechanisms

4.3.1 Effort cost

The theoretical framework laid out in section 2 suggests that endogenous sample

selection is a bigger concerns if the effort cost of recording household members is

larger. We test this prediction using variation in temperature and humidity as a

source of exogenous variation in effort cost. Motivated by experimental evidence of

their negative impact on human physiology and performance (Pilcher et al., 2002;

Seppanen et al., 2005; Cui et al., 2013), we hypothesize that reductions in eligible

men will be more pronounced at low and high temperatures relative to intermediate

temperatures.

We use wet bulb temperature as our preferred measure of temperature, following

the recent literature in economics (Geruso & Spears, 2018; Adhvaryuy et al., 2019;

LoPalo, 2023). Wet bulb temperature accounts for relative humidity which interacts

with temperature in the generation of heat stress. Note that it is lower than dry bulb

temperature unless relative humidity is 100% – in which case the two temperature

measures are equal. Moderate conditions, such as a dry bulb temperature of 75◦F and

a humidity of 40%, correspond to wet bulb temperatures of around 60◦F. Wet bulb

temperatures of 80◦F capture extreme heat, corresponding to dry bulb temperatures

of 100◦F at 40% humidity or 90◦F at 65% humidity.

We estimate how the effect of household assignment to the man’s questionnaire

varies with temperature changes within survey cluster and data collector, adopting a

semi-parametric specification to allow for non-linearities in the effect of temperature:

36See Figures A16 and A17 for the full distribution of elasticity estimates for men and women.
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yicdrt =
∑
j

βj(T
j
ct ×MQic) +

∑
j

γjT
j
ct + ηPrecipct + µc + θd + λr + ϵicdrt (4)

where yicdrt is the number of eligible men in household i interviewed on the r-th

day of data collection in survey cluster c by data collector d on date t. MQic is an

indicator variable that takes value one if household i in cluster c is eligible for the

man’s questionnaire, and zero otherwise. T j
ct is an indicator that takes the value one

if the daily average wet bulb temperature in cluster c on date t falls into temperature

bin j; where we consider the following temperature bins: < 40◦F , 40◦F − 50◦F ,

50◦F − 60◦F , 60◦F − 70◦F , 70◦F − 80◦F , > 80◦F . The coefficients of interest are βj

capturing the reduction in the number of eligible men due to household assignment to

the man’s questionnaire in the different temperature bins. We control for precipitation

Precipct, survey cluster fixed effects µc, data collector fixed effects θd and fixed effects

for the day of data collection in the survey cluster λr. Standard errors are clustered

at the survey cluster level.

We construct the daily average wet bulb temperature in each survey cluster on

each survey date following LoPalo (2023). We source global daily weather information

for each 0.25 degree latitude/longitude increment from the Princeton Meteorological

Forcing Dataset.37 For each survey cluster, we set the wet bulb temperature to the

average across the four surrounding grid points, weighting by the inverse distance

between the cluster and each grid point. This way, we link 17,716 survey clusters

from 49 of the surveys in our sample to weather information. Clusters from the

remaining surveys cannot be matched for two reasons. First, the weather data data

only covers the time period until 2010. Hence, surveys post 2010 cannot be matched.

Second, GPS coordinates of survey clusters are not available.

In line with our hypothesis, we find an inverse U-shaped relationship between the

treatment effect and wet bulb temperature, as shown in Figure 7. Treatment effects

are smallest at wet bulb temperatures between 50 and 70 where 0.08-0.09 eligible

men are estimated to be missing. We find substantially more missing men at higher

temperatures. Approximately 0.12 eligible men are missing at temperatures between

70 and 80, and 0.15 at temperatures above 80. We also observe somewhat more

missing men at temperatures below 50◦F , although estimates are more noisy.

37The original data is 3-hourly. We work with the average wet bulb temperature across the 8 daily
readings. For more details on the weather dataset see LoPalo (2023).
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Figure 7: Missing men by wet bulb temperature bin

This figure displays the estimates of the regression coefficients βj from specification (4) across temperature bins. Bars
indicate 95% confidence intervals. Standard errors are clustered at the survey cluster level.

Interestingly, the U-shape we estimate is similar to the relationship between am-

bient temperature and human productivity estimated by others (Cai et al., 2018;

LoPalo, 2023), suggesting that data collectors partially compensate for productivity

losses experienced at high temperatures by reducing the number of eligible house-

hold members. More broadly, our findings indicate that higher temperatures may

aggravate moral hazard problems in the workplace.

4.3.2 Detection probability

Another prediction from the theoretical framework is that screening out of eligible

men will be less severe if the probability of getting caught doing so is higher. To

examine this prediction, we study the correlation between the implementation of

systematic backchecks, also referred to as mandatory re-interviewing, and the share

of missing eligible men across surveys.38 Consistent with the theory, we find that

the share of missing men is lower in surveys that conduct systematic backchecks (see

Figure A18). In surveys with backchecks, the average share of missing eligible men

amounts to 4.5% compared to 7.3% in surveys without backchecks.

38We manually code whether or not each survey featured mandatory re-interviewing based on the
final survey report.
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5 Selection

Eligible men and women imply a high effort cost for data collectors because they

have to be administered lengthy individual questionnaires. In the previous section,

we have established that in many DHS and MICS a significant number of these men

and women are excluded from individual questionnaires as a result of manipulation by

data collectors. Consequently, these men and women are missing from the database

underlying all statistics based on information collected in individual questionnaires.

These statistics, however, are the core output of the DHS and the MICS program.

They include crucial information on topics such as fertility, maternal health, HIV,

marriage and domestic violence. This raises two questions. First, do the excluded

men and women differ systematically from the included ones? Second, if so, to what

extent does this lead to bias in important aggregate statistics?

5.1 Who is missing?

Who are the eligible household members excluded from individual questionnaires by

data collectors? Answering this question is challenging because the missing house-

hold members are not directly observable, neither are their characteristics. But the

comparison of recorded men of eligible age in households with and without man’s

questionnaire is informative about the characteristics of the missing men. Differences

in average characteristics between these two groups reflect selection of men out of

sample. We examine these differences running specification (3) on individual-level

characteristics recorded in the household roster (and thus observable for all men,

independent of their household’s eligibility for the man’s questionnaire).

For women, we simply compare the average characteristics of eligible women in

the DHS/MICS to those in the census. To this end, we harmonise information on age,

the relationship to the household head, years of schooling and marital status between

DHS/MICS and censuses as detailed in Section A.1.4.

We find that missing men and missing women differ systematically from included

ones in remarkably similar ways. First, in most surveys, eligible household members

in treatment households are older than eligible household members in the respective

comparison group (Figure A19), indicating that younger members are more likely to

be screened out. We show that this results from the combination of two facts, focusing

on the case of men. First, eligible men that are within 10 years of age from the lower
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and upper eligibility thresholds (in most surveys 15-24 and 40-49 years old) are about

equally likely to be screened out of the sample for the man’s questionnaire, and twice

as likely as eligible men who are further in age from these thresholds (typically 25-39

years old), as shown in Figure A20. Second, in most surveys, the age distribution

peaks at young ages, which implies that more young people are screened out.39

We further find that in most surveys, eligible household members in treatment

households are more closely related to the head of their household, more educated and

more likely to have ever been married relative to the corresponding comparison group

(see Figure 8).40 This implies that missing men and women tend to be less closely

related to the head of their household, less educated and less likely to have ever been

married. One interpretation of these findings is that data collectors predominantly

screen out eligible individuals that are at the periphery of their respective households.

These are precisely the household members where data collectors have discretion

because household definitions are sufficiently vague, with rosters typically instructing

data collectors to list all ‘usual members’ (plus visitors that slept in the household last

night in the case of the DHS). Moreover, omission or age manipulation are plausibly

less likely to cause opposition from respondents or supervisors in these cases - all

of whom also have an incentive to keep surveys short. Stated in the terms of our

theoretical framework in section 2, the probability of detection is likely to be lower.

Reassuringly, we find few signs of selection in surveys for which we estimate little

missingness. As Figures A21 and A22 show, in surveys with few missing eligible

(wo)men, eligible wo(men) in treatment (survey) and control (census) households

look similar on observables. In surveys with more missing eligible household members,

differences tend to be larger.

Complementary evidence suggests that the missing household members often be-

long to marginalised populations. In a subset of the DHS, we observe additional

individual characteristics in the household roster for specific age groups. Pooling the

data across all surveys with available data, we find that eligible men in households

assigned to the man’s questionnaire are 10% less likely to be poor (ages 15-17), 5%

less likely to be chronically sick (ages 18-59), and equally likely to disabled (all ages)

or orphaned (ages 15-17) – see Figure A23.41

39It is also remarkable that even in the intermediate age range, far from the eligibility thresholds,
more than 5% of men are missing in some surveys (14).

40All estimates are reported in Tables A8 and A9.
41See appendix A.1.4 for details on the underlying samples and variable definitions.
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(c) Years of schooling: Men
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(e) Marital status: Men
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Figure 8: Selection on observables

This figure displays estimates of the effect of household assignment to the man’s (left) and woman’s questionnaire
(right) on the characteristics of eligible men and women relative to the relevant comparison group, i.e., control
households for men and census households for women. See Section A.1.4 for details on the construction of all outcome
variables. Standard errors are clustered at the household-level. Circles indicate point estimates and bars indicate 95%
confidence intervals. Surveys are sorted along the x-axis in ascending order of the respective point estimate. In panels
(a) and (c) every fifth survey is labeled, in all other panels every 2nd survey is labeled. Survey labels are composed of
three-letter country codes, followed by the year of the survey and a single letter D or M standing for DHS or MICS,
respectively. All estimates are reported in Tables A8 and A9, columns (3)-(5).
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5.2 Bias in aggregate statistics

How does the selective screening out of household members revealed in the previous

section affect aggregate statistics? The documented selection on observables implies

that endogenous sample selection does not only lead to a decline in precision of

estimates as a result of sample size reductions. It also leads to bias in aggregate

statistics. How important is this bias? In this section, we address this question

focusing one key survey outcome – fertility.

The DHS and the MICS are a key data source on fertility in low- and middle-

income countries. The large number of top demography papers citing the DHS and

the MICS is evidence of this. Between 2013 and 2017, 15.4% of all papers published

in the two top journals Demography and the Population and Development Review

cited the DHS or the MICS.42 Work on fertility in the field of Economics also heavily

relies on the two household survey programs (Vogl, 2016; Chatterjee & Vogl, 2018;

Rossi, 2018; Dupas et al., 2023; Zipfel, 2024). Additionally, fertility data from the two

programs is a key input for national health, family planning and education programs,

not least due to the weakness of vital registration systems in large parts of the world.

In fact, the DHS and the MICS are considered the only reliable data source on fertility

in many contexts.

We focus on the total number of live births as our measure of fertility because

this information is most consistently gathered in the two survey programs as well as

population censuses. We observe the total number of children ever born to eligible

women in 67 out of 77 survey-census pairs, i.e., in both the survey (from the woman’s

questionnaire) and the matched population census.43 Comparing the number of re-

ported live births within pairs, we find evidence of significantly higher fertility in

DHS/MICS than in contemporaneous censuses. Figure 9a shows that the average

number of children ever born in the surveys exceeds the one in the census in 56 out

of 61 cases. In 38 of these cases, the gap is larger than 5%, and in 26 of them larger

than 10%. Only in two cases, we detect a statistically significantly lower reported

fertility in DHS/MICS than in the census.44 Reassuringly, these are surveys where we

only find limited evidence of missing women. Overall, the degree of overestimation is

strongly negatively correlated with our estimates of missing women (see Figure A24).

42See Appendix A.4 for details.
43See Appendix A.1.4 for details on the survey-census harmonisation of this information.
44All estimates are reported in Table A9, column 6.
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Complementary evidence from the random assignment of the man’s questionnaire

corroborates the overestimation of fertility in the DHS and the MICS due to en-

dogenous sample selection. In the absence of information on the fertility of men

in households without a man’s questionnaire, we show that the number of biologi-

cal children men live with in their household, is larger in treatment households in

the majority of surveys.45 As Figure 9b shows, the point estimate is positive for 93

out of 117 surveys, and statistically significantly so in 42. On average, fertility is

overestimated by 4% and in 24 surveys, overestimation exceeds 10%.

In conclusion, our findings suggest that data collectors are more likely to screen

out eligible men and women with less children.46 Ultimately, this leads to a significant

upward bias in fertility measures in the DHS and the MICS.
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(a) Fertility of women (census comparison)

-.2
-.1

0
.1

.2
.3

.4
∆ 

# 
bi

ol
og

ic
al

 c
hi

ld
re

n 
in

 h
ou

se
ho

ld
 re

la
tiv

e 
to

 c
on

tro
l

ZA
F1

6D
TZ

A1
0D

TO
N

19
M

SU
R

18
M

AL
B1

7D
VN

M
20

M
G

H
A1

7M
U

KR
07

D
M

W
I1

3M
H

TI
05

D
ZW

E9
4D

FJ
I2

1M
KE

N
03

D
TL

S0
9D

TG
O

13
D

AR
M

05
D

SE
N

14
D

M
M

R
15

D
BD

I1
0D

M
W

I0
0D

BD
I1

6D
BE

N
96

D
C

O
G

05
D

KG
Z1

2D
R

W
A0

5D
LB

R
13

D
AZ

E0
6D

C
U

B1
4M

G
IN

05
D

N
ER

06
D

M
R

T0
7M

M
LI

95
D

M
LI

18
D

C
IV

11
D

(b) Fertility of men (DHS/MICS RCT)

Figure 9: Bias in aggregate fertility statistics

This figure displays estimates of the effect of household assignment to the man’s (left) and woman’s questionnaire
(right) on the measures of fertility of eligible men and women relative to the relevant comparison group, i.e., control
households for men and census households for women. See Section A.1.4 for details on the construction of all outcome
variables. Standard errors are clustered at the household-level. Circles indicate point estimates and bars indicate 95%
confidence intervals. Surveys are sorted along the x-axis in ascending order of the respective point estimate. On the
left, every 2dn survey is labeled, on the right every 5th survey is labeled. Survey labels are composed of three-letter
country codes, followed by the year of the survey and a single letter D or M standing for DHS or MICS, respectively.
All estimates are reported in Tables A8 and A9, column (6).

45Since the fertility of men is only elicited in the man’s questionnaire, we do not observe fertility
of men in control households. We overcome this limitation by constructing a proxy of fertility of
men in both treatment and control households from the parent survival module in the household
roster. This module is included in 168 out of the 181 surveys in our sample and links children aged
17 and younger to their biological parents as long as these are alive and live in the same household.
Thus, we can compute the number of biological children each eligible man lives with. To obtain
nationally representative figures, we weight households using their sampling weights.

46Note that this is in line with our result in Subsection 5.1 showing the relative absence of never
married eligible men and women from households that are assigned to individual questionnaires.
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6 Applications and implications

We show above that endogenous sample selection leads to significant numbers of miss-

ing subjects in human-collected data. Resulting samples are selected and marginalised

populations are more likely to be missing. Is endogenous sample selection of broader

concern beyond affecting aggregate statistics? In this section, we provide three ap-

plications showing how endogenous sample selection in human-collected data can

systematically alter statistical inference and bias economic analysis.

First, endogenous sample selection can be correlated with a given treatment, in

particular if the treatment affects the effort cost of data collectors. In such a case, even

otherwise well-identified experimental or quasi-experimental estimates will be biased.

In Subsection 6.1, we demonstrate that climate shocks in Sub-Saharan Africa are

correlated with sample selection in the DHS, thereby leading to spurious relationships

between shocks and outcomes of interest.

Second, to study labour and capital market frictions researchers often use firm or

farm size distributions for inference, either explicitly by testing for bunching at policy-

relevant thresholds or implicitly by leveraging moments of the firm size distribution

to estimate model parameters. However, firm and farm censuses frequently employ

size thresholds to determine sample inclusion and question load. In Subsection 6.2,

we show that endogenous sample selection leads to distortions in recorded firm-size

distributions. In particular, the entire ‘missing middle’ of firms in the Indian Eco-

nomic Census can be explained by data collector incentives, with direct implications

for structural estimation that uses these distorted firm-size distributions.

Third, endogenous sample selection can introduce initial selection of subjects into

longitudinal surveys, generating dynamics in outcomes that are not representative

of underlying population dynamics. In Subsection 6.3, we show that high-effort-cost

individuals are missing from the US National Longitudinal Survey of Youths 1997

(NLSY97) and that the missing appear positively selected on family income. As a

result, the dynamics of youth employment are diverging from those estimated from

comparable survey data, for example with respect to gaps across gender.

6.1 The impact of climate shocks in Africa

A rapidly growing literature examines the impact of climate shocks on a wide range

of outcomes, including health (Burke et al., 2015; Fichera & Savage, 2015; Nagata et
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al., 2021; Le & Nguyen, 2022), mortality (Geruso & Spears, 2018), fertility (Norling,

2022), marriage (Corno et al., 2020; Corno & Voena, 2023), domestic violence (Epstein

et al., 2020), consumption (Paxson, 1992; Dimitrova, 2021), wealth (Thiede, 2014)

and conflict (Miguel et al., 2004; Couttenier & Soubeyran, 2014).47 In this literature,

climate shocks are typically considered exogenous events and associations between

shocks and outcomes are interpreted causally. However, if outcome data is collected

by humans on the ground, selection into the sample can itself be affected by climate

shocks insofar as these shocks impact the behaviour of data collectors.48 This, in turn,

undermines the causal interpretation of the association between shock and outcome

even if the shock is truly exogenous.

To assess the relevance of this concern, we examine how rainfall shocks in Sub-

Saharan Africa affect the extent to which data collectors screen out eligible men in

eligible households. To this end, we assign all geo-referenced DHS clusters in our

data to 0.5× 0.5 arc degree grid cells.49 Using gridded rainfall data from the Climate

Hazards group Infrared Precipitation with Stations (CHIRPS) version 2.0 dataset,

we construct annual rainfall for each grid cell-year in our data. Following Burke et al.

(2015) and Corno et al. (2020), we define a drought as calendar year rainfall below the

15th percentile of a grid cell’s long-run rainfall distribution. Analogously, we define

a flood as calendar year rainfall above the 85th percentile of a grid cell’s long-run

rainfall distribution. Using the entire CHIRPS time series from 1981 until 2024, we

fit a gamma distribution of calendar year rainfall for each grid cell. Then, we use the

estimated gamma distribution for a given cell to assign each calendar year’s rainfall

realisation to its corresponding percentile in the distribution.

We estimate how household assignment to the man’s questionnaire interacts with

changes in weather conditions within grid-cell using the following regression model:

yigct = β0 + β1MQigct + β2Shockgt + β3(MQigct × Shockgt) + µcg + τct + ϵigct (5)

where yigct is the number of eligible men in household i in grid cell g in country c in

year t, MQ indicates household assignment to the man’s questionnaire and Shock is

47See Carleton and Hsiang (2016) for a summary of the growing literature on the social and
economic impacts of climate.

48Climate shocks can affect data collector behaviour in various ways, for example by changing
effort cost of collecting data as shown in Section 4.3, thus affecting effort levels; or by affecting
labour market conditions that alter collectors’ outside options and, thus, effort levels on the job.

49At the equator, this corresponds to an area of approximately 2,500 square kilometers.
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an indicator for drought or flood.

We find that climate shocks affect sample selection. As shown in Table 1, eligibility

for the man’s questionnaire reduces the number of eligible men by approximately

1/3 less during droughts and increases it by about 1/5 more during floods. This

has repercussions for estimated relationships between rainfall shocks and outcomes

derived from the DHS, such as marriage and fertility. In the sample of households that

are eligible for the man’s questionnaire, we observe a significantly negative association

between marriage of eligible men and dryness – presence of droughts and absence of

floods – while we do not detect a statistically significant association among control

households. Similarly, the negative relationship between dryness and fertility, as

proxied by the number of biological children of eligible men in the household below

the age of one, is much stronger in the sample of treatment households. In other

words, the composition of the sample of eligible men in treatment households is more

sensitive to rainfall shocks than the one in control households, leading to spurious

relationships between shocks and outcomes.50

In conclusion, the reported effects of climate shocks on sample selection caution

against a causal interpretation of correlations between climate shocks and contempo-

raneous outcome data collected by humans in the field.

6.2 The firm size distribution in India

Firm and farm size distributions are commonly used to study labour and capital

market frictions and factor misallocation. However, many of the underlying firm and

farm censuses use size thresholds to determine sample inclusion or question load.

In particular, many censuses limit the amount of information collected about small

units, thus incentivizing data collectors to manipulate unit size such that units fall

below the size threshold or to omit larger units entirely.

The Indian Economic Census is an important example of such a data collection

design. It is heavily used in economics, featuring in at least six top general interest

publications over the last five years alone. Yet, its design creates an incentive for data

collectors to manipulate firm size. It aims to record all formal and informal non-farm

businesses in the country. To this end, data collectors visit all buildings in the entire

50Note that the sample is changing across columns in Table 1 because the measures of marriage
and fertility are not available in all surveys. For completeness, Appendix Table A10 shows the effect
on the number of eligible men for each sample separately.
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Table 1: Interaction of extreme rainfall events with question load

# eligible men married # children below age 1

(1) (2) (3) (4) (5) (6)

Man’s Questionnaire -0.091*** -0.084*** 0.027*** 0.024*** 0.011*** 0.009***
(0.003) (0.003) (0.002) (0.002) (0.001) (0.001)

Drought 0.005 0.002 -0.004*
(0.011) (0.005) (0.002)

Drought x MQ 0.030*** -0.015*** -0.005***
(0.008) (0.004) (0.002)

Flood 0.005 -0.006 0.001
(0.010) (0.005) (0.002)

Flood x MQ -0.018** 0.007* 0.004*
(0.007) (0.004) (0.002)

Constant 1.034*** 1.034*** 0.511*** 0.512*** 0.103*** 0.102***
(0.002) (0.002) (0.001) (0.001) (0.000) (0.000)

Number of surveys 73 73 47 47 63 63
Observations 865,214 865,214 656,743 656,743 825,861 825,861
R2 0.109 0.109 0.032 0.032 0.018 0.018

All regressions include country-grid cell fixed effects and country-year fixed effects. Regressions in columns (1)
and (2) are at the household level, regressions in the remaining columns at the individual level. In columns
(3) through (6), the sample is restricted to men of eligible age. Married is an indicator variable that takes
value 1 if a man is married or living with their partner, and zero otherwise. The number of children below
age 1 captures the number of biological children of a man that are aged 0 to 11 months and live in the same
household as the man. MQ is an indicator variable that takes the value one if a household that is eligible for
the man’s questionnaire, and zero otherwise. Drought and flood events are defined as described in the text.
Standard errors are clustered at the country-grid cell level.
* p<.10, ** p<.05, *** p<.01

country, recording the firms found therein and their basic characteristics, including

the total number of employees. Subsequently, additional information is collected for

firms above a given size threshold.

We exploit the shifting of the eligibility threshold for additional data collection

between consecutive censuses to reveal firm size manipulation by data collectors. In

fact, in 1998 no such threshold existed – the amount of information collected about

firms was independent of their size. In the 2005 Economic Census, the requirement to

complete an address slip for all firms employing ten or more workers was introduced

(Ministry of Statistics and Programme Implementation, India, 2005). In the next firm

census in 2013, the eligibility threshold was adjusted downward to a firm size of eight

and the additional information requirement was expanded to include a description of

a firm’s major activity and its source of registration alongside their name and address.

All of this information was collected on a form labelled ‘Schedule 6C’.
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Figure 10 illustrates bunching of firms below the respective eligibility thresholds

of ten and eight in 2005 and 2013, and does not reveal any sign of bunching in the

1998 firm size distribution. In fact, the right panel for 1998 shows that the firm

size distribution in India closely follows a power law, a regularity that has previously

been observed in many other countries (Axtell, 2001; Hernández-Pérez et al., 2006). In

contrast, the 2005 and 2013 distributions clearly display excess mass to the left of their

respective threshold and missing mass to the right of it. Moreover, bunching moves in

accordance with the change in threshold between these two years. We interpret this

as evidence of firm size manipulation by data collectors.51 Fitting a linear model to

describe the relationship between the log share of establishments and the log number

of employees (as shown in right-hand side panels of Figure 10), we estimate that the

observed manipulation reduced recorded employment by approximately 6.3 and 2.8

million workers in 2005 and 2013, respectively.52

Our findings have implications for three separate streams of literature. First,

they suggest a novel explanation for the much debated phenomenon of a ‘missing

middle’ in the firm size distributions of low- and middle-income countries. Minimum

thresholds for the collection of detailed firm data create an incentive for data collectors

to adjust recorded firm size downwards, generating missing mass in the middle of the

distribution. Hence, differences in the design of data collection across countries as well

as data sources within countries may help explain seemingly contradictory findings

in the literature (Tybout, 2000, 2014; Hsieh & Olken, 2014; Abreha et al., 2022).

Second, our findings have implications for structural work on labour and capital

market frictions because this literature frequently uses moments of the firm size distri-

bution for calibration or structural estimation. The firm size distribution in the Indian

Economic Census, for example, has been leveraged to study labour regulation (Ami-

rapu & Gechter, 2020), microfinance (Buera et al., 2020) and female entrepreneurship

51We are not aware of any other incentive structures for data collectors or firm owners that have
changed in the same way. Admittedly, there is a range of regulations in India limited to firms of
size ten and above (Amirapu & Gechter, 2020). But while these may contribute to the bunching
at ten observed in 2005, they cannot explain the drastic reduction in firms of sizes eight and nine
between 2005 and 2013, leading to a relative lack of firms of these sizes in the later year, because
the regulatory threshold remained ten.

52We assume that the manipulation window ranges from seven to 30 in 2005 and from five to
28 in 2013. Our estimates increase if we allow the manipulation window to be larger. We exclude
firms with less than two workers and more than 90 workers when fitting the model. We choose
the latter threshold because firms with more than 100 workers are subject to differential regulation
which could affect the firm size distribution around this firm size.
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(Chiplunkar & Goldberg, 2024). Hence, the distortions in the firm size distribution

introduced by data collectors as well as the changes in these distortions over time

directly affect this line of work.

Third, the uncovered manipulation of firm size by data collectors has implications

for reduced form work evaluating effects on non-farm employment, as recorded in

the Economic Census. This includes recent work on the impact of roads (Asher &

Novosad, 2020), electricity (Burlig & Preonas, 2024), canals (Blakeslee et al., 2023;

Asher et al., 2024), public employment programs (Muralidharan et al., 2023) and pol-

itics (Asher & Novosad, 2017). If the treatment under study is uncorrelated with the

share of non-farm workers that are missing due to firm size manipulation, treatment

effects will be attenuated because recorded non-farm employment is less sensitive to

treatment than actual non-farm employment.53 If treatment is instead correlated

with the share of non-farm workers that are missing due to firm size manipulation,

then treatment effects can be upward or downward biased depending on whether

treatment makes firms more or less susceptible to downward size manipulations by

data collectors. For example, treatment could generate growth among initially small

firms, thereby shifting a lot of these above the size threshold. Data collectors, how-

ever, would adjust their recorded employment downwards, thus (partially) masking

the growth effects of treatment.

In short, the example of the Indian Economic Census illustrates that manipulation

of firm size by data collectors in response to incentives embedded in data collection

protocols has far-reaching consequences across a wide realm of economic research.

53Consider the evaluation of a randomly assigned treatment T on non-farm employment E. Let s
be the share of missing workers. The estimated treatment effect β is the difference in mean recorded
employment ĒR = Ē ∗ (1− s) between treatment and control: β = ĒT

R − ĒC
R = (1− s)(ĒT − ĒC).
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(a) Economic Census 1998: no addtional firm-size dependent schedules
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(b) Economic Census 2005: additional schedule for firms with 10+ employees
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(c) Economic Census 2013: additional schedule for firms with 8+ employees

Figure 10: Firm size distribution in the Indian Economic Census

This figure plots the firm size distribution in the 1998, 2005 and 2013 Indian Economic Census. The panels on the
right show the distributions in levels, the panels on the left in logs. Vertical lines indicate firm size thresholds above
which data collectors had to complete additional schedules in 2005 (dashed line) and 2013 (solid line). Note that in
1998, there was no variation in the number of schedules to be completed by firms size.
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6.3 The gender gap in youth employment in the US

Endogenous sample selection is a particular concern in the recruitment of partici-

pants for longitudinal studies because the initial selection into participation affects

the representativeness of all subsequent survey rounds. Moreover, standard static

re-weighting on baseline observables may not be sufficient to recover representative

dynamics over time.

The National Longitudinal Survey of Youth 1997, also referred to as the NLSY97,

is a case in point. The NLSY97 is a panel survey that has re-interviewed a sample

of American youth 20 times since 1997. It is heavily used in economics, in particular

in the field of labour, featuring in at least thirteen top general interest economics

papers published since 2010. The process to identify and recruit study participants,

however, created an incentive for data collectors to screen out eligible youth.

The initial sample of the NLSY97 was designed to be representative of the civilian

non-institutionalised population of cohorts born between 1980 and 1984. First, using

standard area-probability sampling methods, primary sampling units (PSUs) were

randomly drawn. Second, addresses were randomly selected within each PSU. Third,

face-to-face screening interviews were conducted at all selected addresses to identify

eligible youths in these households and recruit them for the study.

Screening interviews for the NLSY97 were conducted in 1997 and 1998. The

same interviews were also leveraged to screen for eligible participants for the Profile

of American Youth (PAY97), the second round collection for research on vocational

aptitude of US youth. All youth aged 12 to 16 as of December 31st, 1996 were eligible

to participate in the NLSY97, while those aged 18 to 23 were eligible for the PAY97.

The screening procedure was as follows. First, data collectors conducted a brief

screener with a household informant aged 18 or above. If any youth eligible for

the NLSY or PAY were identified, data collectors continued by gathering detailed

information about all household members. This extended screener was used to confirm

eligibility for the two studies. In households with eligible youth, data collectors

then moved on to the first round interviews, including several detailed parent and

youth questionnaires.54 This ‘screen-and-go’ procedure created an incentive for data

collectors not to identify eligible youth because households with eligible youth were

a lot more work for them.

54If the corresponding respondents were not available during the visit, a follow-up was scheduled.
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Examinations of the screening results reveal a pronounced undercoverage of youth

of eligible ages (Horrigan et al., 1999; Moore et al., 2000). As Figure 11a shows,

screened households display a lot fewer youth aged 12 to 23 than comparable house-

holds in the March 1997 CPS. Undercoverage at younger age is much more pronounced

than at older ages – in fact at age 24, there is overcoverage in NLFS97, if anything.

This pattern is strikingly similar to the one observed in Figure 1 and entirely consis-

tent with endogenous sample selection.55

Moore et al. (2000) also provide evidence of selection on observables. In particular,

they show that the family income of youth in the NLSY97 is lower than the family

income of households with resident youth aged 12 to 16 in the CPS – see Figure 11b.56
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Figure 11: Sample selection in the National Longitudinal Survey of Youth 1997

The left panel compares the age distribution of household members in the households screened for the NLSY97 and
the PAY97 to the age distribution in the March 1997 CPS. The right panel compares the family income of youth in
the NLSY97 to the family income of households with resident youth aged 12 to 16 in the March 1997 CPS. Both
figures adapted from Moore et al. (2000). Panel (a) corresponds to Figure 5.5, panel (b) corresponds to Figure G-1.

To understand how the documented selection at the recruitment stage affects

panel dynamics observed over subsequent survey rounds, we compare employment

rates in the NLSY97 to contemporaneous employment rates in the Current Population

Survey’s Annual Social and Economic Supplement (CPS ASEC) over time.57 To this

end, we construct comparable measures of employment in both surveys following Bick

et al. (2024). In the NLSY97, we construct the annual hours worked of an individual

from the usual weekly hours worked in each of their jobs and the number of weeks

55Note that an original investigation by the National Opinion Research Center (Moore et al.,
2000) did not yield any conclusive results on the origins of differences in age distributions. However,
manipulation by data collectors was not explicitly considered.

56See Moore et al. (2000), Appendix G for details.
57The CPS ASEC is also referred to as the March CPS.
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they worked in each of their jobs in the last calendar year.58 In the CPS ASEC, we

combine information on the the number of weeks worked in the last calendar year

and the usual weekly hours worked. Based on the annual hours worked, we build two

measures of employment: (i) whether an individual has worked any hours, and (ii)

whether an individual has worked more than 520 hours. Below we show results for

the latter employment definition, but results are very similar for the former.

Our comparison focuses on cohorts born in 1980 and 1981 who were 15 and 16

years old in the first NLSY97 round.59 We do not include the younger NLSY 97

cohorts aged 12 to 14 in 1997 because employment questions are restricted to ages

15 and above in the CPS. Throughout we use the initial 1997 cross-sectional weights

provided by the NLSY79 and the ASEC person weights provided by the CPS.

We find that the dynamics of the gender gap in youth employment differ substan-

tially between the two datasets – see Figure 12. While gaps are initially similar across

surveys, they diverge markedly over time, with significant differences emerging after

six years and leading to a 12pp difference after ten years.60

It is important to note that differences between the NSLY97 and the CPS ASEC

arise as the result of three margins of selection into the NLSY97 sample. The first

margin is endogenous sample selection at the screening stage. The second margin

is non-participation: 9.3% of eligible youth identified in the screening process opted

out of the study. The third margin is attrition of study participants over time. We

cannot directly separate the impact of these different margins from each other, such

that our comparison with the CPS captures the joint impact of all three.

Interestingly, the recruitment process for the National Longitudinal Survey of

Youth 1979 (NLSY79) was markedly different from the one for the NLSY97. In fact,

it was purposefully designed to minimize the potential for endogenous sample selec-

tion.61 Rather than employing a ‘screen-and-go’ approach, screening was separated

from the first interview round. Moreover, data collectors were not informed about

the age groups that would be included in the longitudinal study when they conducted

the screening interviews in 1978. Eligible household members were only determined

58We impose a cap of 98 hours/week, which corresponds to a 14-hour workday for seven days/week.
59In both the NLSY97 and the CPS ASEC, we calculate the birth year as the survey year minus

the age of the respondent at the time of the survey.
60Interestingly this development is driven by employment gaps between surveys that have opposite

signs for men and women, as shown in Figure A25.
61See the website of National Longitudinal Surveys by the US Bureau of Labor Statistics for

further details, in particular on the sample design and screening process for the NLSY79.
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Figure 12: The gender gap in US youth employment: NLSY97 vs. CPS-ASEC

This figure displays estimates of the gender gap in employment for cohorts born in 1980 and 1981 in the NLSY97
and CPS ASEC over time. Individuals are considered employed if they have worked at least 520 hours in the past
calendar year. The NLSY97 full employment history sample is restricted to NLSY97 participants with complete
weekly employment histories from 1997 to 2006. Markers indicate point estimates, bars 95% confidence intervals.

after screening had been completed and the first round of NLSY79 interviews was

conducted in a new field operation in 1979.

In light of the distinction in the recruitment process between the two longitudi-

nal studies, it is noteworthy that we find much smaller differences in employment

patterns between initially 15 and 16 year-olds in the NLSY79 and the CPS ASEC

(see Figure A26). This lends support to our hypothesis that the screening process

for the NLSY97 accounts for a potentially large part of the observed differences in

employment dynamics between the NLSY97 and the CPS ASEC.

The differential divergence of employment patterns in the NLSY79 and NLSY97

from patterns in the CPS ASEC has direct implications for research, especially for

studies comparing outcomes between both longitudinal datasets (Deming, 2017; Lin-

denlaub, 2017). It points to differences in participant selection in the two datasets

that pose a challenge to the interpretation of differences in outcomes between them.

Finally, the case of the NLSY97 highlights that endogenous sample selection is

not limited to low- and middle-income countries. It also affects data collection in

high-income countries and has long been a concern among practitioners.62

62See Judkins et al. (1999) for examples of investigations into determinants of US survey coverage.
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7 Discussion

The above evidence from various datasets and contexts points to an underlying trade-

off in the collection of data: does more information asked about respondents, ceteris

paribus, lead to more endogenous sample selection by data collectors, and more bias?

Before we estimate such an elasticity, two aspects are of note: first, endogenous

sample selection is conceptually distinct from non-response bias (Rubin, 1976; Meyer

et al., 2015; Dutz et al., 2021). Whereas under non-response bias the econometrician

knows that a given subject did not respond and can access at least basic demographic

information from the initial listing, endogenous sample selection has the econometri-

cian ‘fly blind’ – subjects that are screened out are either not recorded at all, or

recorded only with manipulated demographics. Second, randomisation of question

load provides a way forward: it allows for the estimation of the elasticity of sample

size with respect to question load (Subsection 7.1), it opens up an avenue to correcting

for selection ex post (Subsection 7.2), and it can help understand which innovations

in data collection may prevent it ex ante (Subsection 7.3).

7.1 Information-bias trade-off in data collection

Does a systematic relationship between question load and endogenous sample selec-

tion exist? Our evidence provides a compelling, affirmative answer: across 181 surveys

in 73 countries covering more than 30 years of data, we estimate a remarkably stable

elasticity of sample size (i.e., missing individuals) with respect to question load.

Descriptively, we observe more eligible men missing in surveys with higher question

load in their man’s questionnaire relative to the household roster. As reported in

Subsection 4.2, the causal elasticity for men, estimated from the random assignment

of the man’s questionnaire is on average, -0.010, and on average -0.008 for women,

estimated from the comparison of surveys with adjacent censuses. These average

elasticities across surveys capture the essence of an underlying trade-off that asking

for more information (i.e., more questions per respondent) will come, ceteris paribus,

at the expense of more bias (i.e., more units being non-randomly excluded).

To put this ‘cost of asking (for) more’ into context, we provide an illustration from

the history of the DHS and MICS programs. Since the 1990s, the length of individual

questionnaires in both survey programs proliferated steeply. As Table A11 shows, the

average length of the man’s questionnaire in our sample nearly doubled, increasing
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from 103 to 205 questions (columns 1 and 2). At the same time, the elasticity of

sample size with respect to question load, if anything, fell (columns 3 and 4). The

combination of proliferation in question load and weakly falling elasticity lead to more

missing men over time (columns 5 and 6), rising from 6.1% in the 1990s to 8.9% today.

This long-term upward trend in missing individuals is astonishing given simulta-

neous technological advances for data collection.63 The historical evidence provides a

cautionary tale that the ever-increasing demand for more information by researchers

and policymakers comes at substantial cost in terms of endogenous sample selection,

and the resulting bias in the collected data.

7.2 Correcting for endogenous sample selection

How could endogenous sample selection be corrected for ex post in existing data?

Exploiting population censuses from adjacent years allows us to compare marginal

distributions of observables in DHS and MICS surveys to the respective distributions

in the census to perform one common type of re-weighting, ‘raking’, to correct for

selection on observables. Re-weighted samples display substantial remaining bias in

aggregate statistics such as fertility, correcting for about half of the unweighted bias.

Our correction methodology is standard and aims to emulate the situation in

which end-users of survey data would find themselves once they suspect the presence

of endogenous sample selection. Faced with potentially biased estimates of outcome

variables, a correction approach could proceed as follows: find marginal distributions

of population parameters for variables collected for every individual in the survey, re-

weight observations in the survey to match the population distribution, re-estimate

aggregate statistics or regressions using the re-weighted sample.

Commonly called ‘raking’, we implement this re-weighting procedure by focusing

on the subset of survey samples for which survey-census-pairs can be formed to lever-

age the census to provide marginal distributions of population parameters. We obtain

marginal distributions of the maximum number of variables asked in most census and

survey pairs, i.e. age, relationship to household head, years of schooling and marriage

status.64 We then rake the survey sample weights using iterative post-stratification

until the survey’s marginal distributions are jointly indistinguishable from the census’

63See Subsection 7.3 below for an explicit test of the effect of different technological innovations.
64To account for focal-number bunching of age in censuses and due to the scarcity of the age

distribution in some survey samples, we aggregate age into standard five-year bins. Years of schooling
is aggregated to four bins: no, primary, secondary or tertiary education.
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distribution of the same variables.65 Finally, we re-estimate our main fertility results

using the re-weighted sample. Figure A27 compares original with re-weighted survey

estimates for women’s number of children ever born compared to the census.

Out of the 34 survey-census pairs that have all listing variables available for raking,

29 pairs are statistically significantly positive in un-weighted specifications. After re-

weighting, 15 pairs still remain statistically significantly positive. Before correction,

mean bias among those with statistically significant positive bias was 0.12 additional

children ever born, whereas correction reduces this to 0.06 for the original 29 pairs

and 0.09 additional children ever born for the remaining 15 pairs.66

This correction exercise provides two novel insights: first, selection on observables

appears to be a major driver of bias in aggregate statistics (here: fertility). Except for

three countries, all re-weighted estimates of fertility relative to an adjacent census fall

below their unweighted counterparts. Second, although correction reduces bias, we

also find strong evidence of remaining bias, suggesting additional selection on unob-

servables. Data collectors appear to use more information on the ground to identify

high effort cost individuals than the few variables they record on the household roster.

Overall, our correction results echo Dutz et al.’s (2021) findings on non-response

bias that selection on unobservables presents serious challenges in surveys that are

hard to correct for using standard techniques. We leave a Heckman-type correction

approach, where the selection function could be recovered from the causal man’s

questionnaire estimates, for future work.

7.3 Preventing endogenous sample selection

How could endogenous sample selection be prevented ex ante in future data collection?

Throughout the lifetime of the DHS and MICS, several innovations to improve data

collection were introduced. We provide suggestive evidence on the impact of potential

remedies such as digital collection tools (e.g., tablets), on-the-ground verification

(e.g., field check tables), or credible detection threats (e.g., mandatory audits), and

provide brief policy recommendations on design choices that have the potential to

limit endogenous sample selection in future data collection.

65Results for single-variable raking, when using, for example only individuals’ age bin, are quali-
tatively unchanged, although the bias correction is less effective than multivariate raking.

66As proof-of-concept, we also perform re-weighting on the men’s fertility sample of surveys with a
randomised men’s questionnaire, where the control group’s marginal distributions of listing variables
provide an imperfect proxy of the underlying population. Results are qualitatively unchanged.
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To address this question on prevention options, we manually code up details on

survey implementation and fieldwork from the official reports accompanying all 181

surveys in our main sample. We focus on three survey features that are systematically

documented: the use of (i) mandatory re-interviewing, (ii) field check tables and (iii)

tablets.67 We correlate these features with the estimated elasticities of sampled men.

Results are reported in Table A12. We find that mandatory re-interviewing of a fixed

fraction of households in each enumeration area is strongly positively correlated with

the elasticity, suggesting that this form of auditing significantly reduces manipulation

of household rosters by data collectors. The use of field check tables, on the other

hand, is not correlated with the elasticity, and the use of tablets is negatively corre-

lated with it (after controlling for mandatory re-interviewing), indicating that these

features are unlikely to mediate the information-bias trade-off.

Therefore, one policy recommendation for data collection is to re-allocate scarce

funding from first-round data collection to second-round audits. A related recom-

mendation (albeit not tested in this paper) would be to break the link between roster

inclusion of individuals causing eventual high effort cost by dividing labour between

listing and questionnaire tasks. Adversarial incentive schemes, in which two (teams

of) data collectors compete over the truthful listing of the same respondent popula-

tion, represent a promising combination of the previous two recommendations which

invites experimentation in future data work.

Finally, one definite policy recommendation arising from this paper is that ran-

domisation in data collection designs provides valuable opportunities for diagnostic

analysis – and can help correct for manipulation such as endogenous sample selection.

8 Conclusion

Descriptive statistical analysis and causal inference lie at the heart of empirical re-

search in academia. Causal inference in the social sciences and economics in particular

was revolutionised by the introduction of experimental methods in the early 2000s,

with identification the subject of much methodological work since. In contrast, data-

generating processes have received considerably less attention. However, good data

is paramount for both causal inference and descriptive analysis (McKenzie & Rosen-

zweig, 2012; Dillon et al., 2020).

67See Appendix A.1.5 for details.
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This paper examines the production of human-collected data, crucial input to a

wide range of data sources in the social sciences and beyond. We show that data

collectors systematically screen out units that require disproportionate effort in col-

lection based on ex ante-observable characteristics – either by omitting such units

entirely or by manipulating their eligibility criteria. This data collector behaviour

induces selection of units out of sample, and as a result biases statistics and analysis.

We leverage two complementary empirical strategies: the first strategy exploits

random assignment of individual questionnaires, a considerable source of extra work

for data collectors, across households in two global household survey programs, the

DHS and the MICS. The second strategy compares survey and adjacent census house-

hold rosters. We find that in 110 (39) out of 181 surveys with randomised individual

questionnaire at least 5% (10%) of eligible subjects are missing from the sample, with

an average of 6.5%. Results from the second strategy confirm these results qualita-

tively and quantitatively: we find an average lower (upper) bound of 6% (12%) missing

subjects. Exploiting day-to-day, within-data collector variation in temperature, we

confirm that the expected higher effort cost of working under extreme temperatures

is indeed reflected in data collectors excluding more household members on hot days.

Endogenous sample selection by data collectors is not random. In our context,

missing household members are best described as belonging to more marginalised

populations. They are more likely to be peripheral in their respective households in

terms of genealogical distance to the household head, more likely to be less educated,

poorer, sicker and possibly disabled. This choice of subjects to be screened out

is in line with the predictions of a basic theoretical framework that data collectors

maxmimise utility by choosing to not report those subjects that are disproportionately

more costly (i.e. those eligible for extra questionnaires if included) and subjects who

are less likely to be detected as missing by supervisors (i.e. those peripheral to the

household with high plausible deniability). Non-random sample selection leads to

bias in important aggregate statistics that the DHS and MICS were designed to track

closely, such as marriage and fertility.

Three applications showcase our main takeaway that endogenous sample selection

is anything but innocuous for empirical research: first, that selection in data col-

lection can interact with supposedly exogenous treatment variation. Second, that it

can materially alter economy-wide distributions crucial for estimating macroeconomic

frictions and misallocation. Third, that non-random selection at baseline can exac-
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erbate over time since included and excluded units likely lie on different trajectories

for dynamic economic outcomes. Accordingly, we document that some empirical phe-

nomena are in fact artefacts of the underlying data collector incentives. For example,

the sensitivity of fertility in sub-Saharan Africa to climate shocks such as abnormal

droughts or floods is significantly overestimated since not only fertility responds to

local climate shocks, but also data collectors effort cost. The ‘missing middle’ of firm

sizes in India most likely represents an artefact of data collector incentives that lead

them to artificially depress medium-sized firms’ size to reduce the cost of collecting

more data for firms above a idiosyncratic size threshold. Therefore, any treatment

that increases firms’ size across the data collection threshold is likely to be underes-

timated. Finally, even in longitudinal data collected in high-income country contexts

such as the NLSY97, static endogenous sample selection escalates over time, leading

to a growing divergence in gender gaps in youth employment compared to datasets

without similar data collector incentives.

Our work has implications for human-collected data more broadly, beyond the

DHS, MICS, Indian EC and NLSY97. Endogenous sample selection appears to affect

other household surveys such as living standard measurement and household budget

surveys (see Figure A28), labour force and time-use surveys (see Figure A29), as well

as firm and farm censuses. We leave a rigorous analysis of bias in the latter, where

sample selection is anecdotally ripe, for future work.

In the grand scheme of things, the design of data collection efforts represents

an implicit decision on where the policymaker or researcher intends to land on an

underlying possibility frontier that trades off more information against more bias. The

more information researchers request in the form of more questions, more modules,

more eligible respondents, the more biased the enumerated sample. In the absence

of any universal remedy to mute, counter or correct for data collector incentives,

this paper shows that policymakers and researchers would benefit from taking this

trade-off into account, designing and conducting data collection accordingly.

Finally, whereas the cost of reducing bias in data collection fall squarely on the

data collecting entity, e.g. national statistical offices, the benefits of curtailing en-

dogenous sample selection represent a public good. Therefore, we call for more col-

laboration and exchange between researchers and data collecting entities.
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A Online appendix

A.1 Data

A.1.1 Selection of surveys

The main criterion for the inclusion of a survey into our main sample is the ad-
ministration of a man’s questionnaire in a randomly selected subset of households.
Additionally, we restrict our sample to nationally representative surveys. This enables
us to examine implications of endogenous sample selection for national statistics.

We identify relevant surveys from the official survey reports published on the DHS
and MICS websites. To this end, we read more than 800 reports in five different lan-
guages and extract information on all survey components that were randomly varied
across households, most importantly the man’s questionnaire, biomarker collection
and the domestic violence module. The combination of the information from the
reports and the microdata allows us to understand the underlying randomisation in
detail. In particular, we pay close attention to the manner in which different ran-
domised survey features were either bundled or cross-randomised and the respective
treatment probabilities.

Among all 236 surveys that satisfy our criteria, we exclude 55 because they do not
lend themselves to our analysis due to differences in survey design or data issues. All
excluded surveys and the respective reasons for exclusion are listed in Table A1. First,
we exclude 28 surveys that administered additional survey features, such as biomarker
collection among children, in control households (without a man’s questionnaire) that
were not implemented treatment households. In these cases, differences in outcomes
between treatment and control households cannot be attributed solely to the man’s
questionnaire. Second, we exclude 13 surveys in which eligibility for the man’s ques-
tionnaire is conditional on marital status. Selection into individual questionnaires
in these surveys is not comparable to selection in included surveys and thus results
would not be directly comparable. Moreover, the resulting samples are not nation-
ally representative. Third, we exclude 9 MICS due to data issues. For 6 MICS in
which sampling is stratified by enumeration area and the presence of children in the
household, we do not observe the latter stratification variable in the microdata. Thus
we cannot control for stratum fixed effects. For 3 MICS, we are not able to merge
the individual- and household-level microdata source files because identifiers do not
match across files. Fourth, 3 DHS are excluded because their man’s questionnaire
does not have an upper age limit, thereby not allowing us to define a comparable
group of ineligible men in these surveys. Finally, one DHS is excluded because treat-
ment was randomised across enumeration areas rather than across households within
enumeration areas, making comparisons with other surveys difficult, and one MICS is
excluded due to contradicting information about treatment assignment in the survey
report and the microdata.
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A.1.2 Eligibility for individual questionnaires

To determine the age thresholds for the eligibility of household members for individual
questionnaires, we systematically extract information on the age thresholds from the
official survey reports and questionnaires for all surveys in our sample. Subsequently,
we verify the consistency of the microdata with these thresholds.

A.1.3 Data collector effort cost

We construct two proxies of the effort cost associated with household members of a
given sex and age.

Questions listed. For all surveys in our respective samples, we count the total
number of questions contained in the household roster (individual-level questions in
the household questionnaire), the man’s questionnaire and the woman’s questionnaire.
We proxy the effort cost associated with a (wo)man of eligible age with the sum of the
number of questions in the roster and the individual questionnaire. The effort cost
associated with ineligible household members is measured by the number of questions
in the household roster.

We count questions as follows. We follow the numbering of questions in the official
questionnaires and do not count sub-questions. For example, questions 32, 32A and
32B are counted as single question. Note that a small set of questions may be repeated
multiple times for the same respondent. For example, women in recent DHS are asked
several questions about each birth they have ever given. Independent of the number
of births a woman has given, we only count each of these questions once. To ensure
accurate counting, we conduct two independent counts for a sub-sample of 33 surveys.
Reassuringly, we find a correlation coefficient of above 0.99 between counts, with a
mean absolute deviation of less than 1%.

When counting questions in population and housing censuses, we differentiate
between individual-level questions asked to women of fertile age (typically 12 years
and older) and all other individual level questions. We think of the former questions as
the equivalent of the woman’s questionnaire and the latter questions as the equivalent
of the household roster in the DHS and the MICS.

Questions asked. The number of questions asked to a given respondent is usu-
ally smaller than the total number of questions contained in questionnaires. This
is because certain subsets of questions are only asked to respondents with specific
characteristics. For example, in the MICS only women of eligible age who have ever
given birth are asked about their birth history. To count the number of questions
actually answered by each respondent, we manually match each question in the ques-
tionnaire with the corresponding variable in the microdata. In the MICS, there is
a one-to-one link between questions listed in the questionnaire and variables in the
dataset. Moreover, variable names in the microdata follow the question numbering
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in questionnaire, facilitating the matching. In the DHS and the PHC, this is not the
case. IPUMS source variables have descriptive variable names that help with match-
ing. DHS matching relies on variable labels and tabulations as variable names cannot
be used due to DHS recoding process that names variables using standardized codes
(e.g., hv104). Given the large number of questions in the DHS, the resulting match-
ing process is very tedious and time-consuming (5-8 hours per survey). Therefore, we
only conduct this exercise for a subset of DHS (31) while we complete it for all MICS
in our sample.

In each of the three data sources, we ensure a variable is coded as missing if and
only if the matched question was not asked about a given individual. Subsequently,
we count the number of non-missing entries across all variables for each household
member. To obtain the a measure of the effort cost associated with a given sex and
age, we average the number of questions asked within sex-age cells.

A.1.4 Outcome variables

Ever married. We define having ever been married in a broad sense. In line
with most surveys in our sample, we count all individuals that are married, living
with a partner, separated, divorced or widowed as ever married. Information on the
marital status is collected through different questionnaires in the surveys we work
with. In the MICS, marital status is asked in the individual questionnaire, not in
the household roster. The DHS initially operated in the same way, but gradually
moved to systematically including a question about marital status in the household
roster. While the roster only features a question on marital status in a some of the
DHS conducted prior to 2012, it includes such a question for all surveys in our sample
conducted thereafter. So, we observe the marital status of men in control households
in all DHS conducted post 2012 and a subset of DHS conducted earlier.

Close relationship to household head. Nearly all censuses and surveys in our
samples elicit information on the relationship of household members to the household
head. The set of answer options varies greatly across surveys and censuses, however.
To harmonise the information, we create an indicator variable that equals to 1 if a
household member is closely related to the head of the household and zero otherwise.
We define children, spouse(s), parents, parents-in-law and grandchildren as closely re-
lated to the head, and other relatives (e.g., uncles) and unrelated household members
(e.g., domestic workers) as distantly related.

Years of schooling. Information on years of schooling is readily available in har-
monised form in DHS and IPUMS-International census data. In the MICS and non-
IPUMS censuses, we harmonise this information ourselves, combining information on
the highest level and grade of education completed with the structure of the education

3



system at the time of the survey. Note that we only consider formal education when
doing so.

Number of biological children in the household. Most surveys in our sample
include a module on the survival of parents in the household roster. For all children
aged 17 and below, this module asks whether the biological mother and father are
alive, and if so whether they live in the household. If the answer to both of these
questions is affirmative, their line number is recorded. We measure the number of
biological children each household member lives with by counting the number of
children in the household for which they are indicated as the parent.

Children ever born. This variable captures the total number of children ever
born alive to a woman. It is top-coded in some population censuses. To ensure
comparability with matched surveys, we apply the same top-coding to the matched
surveys.

Poor. This variable is an indicator variable that takes value one if an individual does
not possess all of the following three items: shoes, clothes and a blanket. Otherwise,
it takes the value zero. The underlying information is elicited as part of a module
on the basic needs of children between the ages of 5 and 17. The module is included
in the following DHS in our sample: NGA 2008, HTI 2005, MWI 2010, NAM 2006,
UGA 2006.

Sick. This variable is an indicator variable that takes value one if an individual has
been very sick for at least 3 months during the past 12 months. Otherwise, it takes
the value zero. The underlying information is elicited as part of a module on chronic
disease which is limited to adults between the ages of 18 and 59 in most surveys. The
module is included in the following DHS in our sample: MLI 2006, NER 2006, RWA
2005, SEN 2005, UGA 2006, NGA 2008, HTI 2005, COD 2007 and MWI 2004.

Disabled. This variable is an indicator variable that takes value one if an individual
is classified as disabled and zero otherwise. It is available in the household roster of
the following DHS in our sample: BOL 1998, GHA 1998, GMB 2013, KHM 2014,
MLI 2018, TZA 2022, UGA 2016 and ZAF 2016. We define a person as disabled if
they suffer from at least one form of disability (blind, deaf, etc.). In surveys where
the extent to which individuals have difficulties with certain activities (e.g., seeing,
hearing, moving) is elicited, we consider individuals as disabled if they cannot do at
least one activity at all or they can only do it with a lot of difficulty.

Orphan. This variable is an indicator variable that takes value one if at least one
parent of an individual is not alive. Otherwise, it takes the value zero. The underlying
information is elicited for children aged 17 and younger in 84 of the DHS in our sample.
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A.1.5 Survey characteristics

Reading through the final reports from all 181 surveys in our main sample, we extract
information on survey implementation and data processing. We systematically code
up the below variables.

Field check tables. We determine if field check tables were used during survey
implementation. These tables are sometimes also referred to as quality control tables
and contain descriptive statistics of key indicators. They are produced regularly
throughout the fieldwork period and are used to provide feedback to supervisors and
surveyors.

Mandatory re-interviewing. We identify surveys that conduct mandatory re-
interviewing. In this case, typically two sets of households are re-interviewed: first,
a random subset of households in each enumeration area and second, all households
which have been identified as outliers along key survey dimensions.

Use of tablets. We differentiate between surveys that use paper and tablet ques-
tionnaires. In the former case, responses are recorded on paper and later entered into
computers. In the latter case, responses are directly recorded on tablets and later
transmitted to a central server.

A.2 Mechanisms

A.2.1 Data collector selection

The eligibility of a given household for the man’s questionnaire is revealed on the
first page of the household questionnaire. In response to this information, supervisors
can strategically assign data collectors to households with and without a man’s ques-
tionnaire. This raises the question how the eligibility of a household for the man’s
questionnaire affects the identity of the data collector recording the household ros-
ter. Leveraging information on the characteristics of data collectors from the DHS
fieldworker questionnaire, available for 19 surveys in our sample, we empirically test
how data collector characteristics differ between households with and without a man’s
questionnaire.68 We find that in most surveys, data collectors in charge of the house-
hold roster are significantly less likely to be female in treatment households. The
tendency to assign male data collectors to households with a man’s questionnaire can
be attributed to the survey program’s objective to conduct same-sex individual inter-
views, i.e., to have male data collectors administer man’s questionnaires and female
data collectors administer woman’s questionnaires. This implies that a male data
collector is required at households that are eligible for the man’s questionnaire, but

68The DHS fieldworker questionnaire was introduced in 2015. Hence, data collector information
is not available for earlier surveys. The MICS does not publish any data collector characteristics.
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not at ineligible households. The effect of the man’s questionnaire on age and edu-
cation varies across surveys, both in sign and magnitude. Experience with previous
DHS is negatively affected in most surveys, but also heavily positively affected in a
few surveys. Figure A7 displays all the estimates.

In the face of these changes in data collector characteristics, it is important to
note that, consistent with the idea of moral hazard, selection of data collectors cannot
explain the reductions in the number of eligible men as point estimates are barely
affected by the inclusion of data collector fixed effects (see Figure A8).

A.2.2 Respondent selection

The assignment to the man’s questionnaire may alter the identity of the respondent
to the household roster. In fact, we find that in almost all surveys, respondents in
households with a man’s questionnaire are less likely to be female, more likely be the
household head as well as somewhat older and more educated (see Figure A30).

A.3 Lower and upper bound of missing women

We use the following regression specification to estimate the difference-in-differences
of interest:

Yis = β0 + β1SV Yi + β2Eligibles + β3(SV Yi × Eligibles) + µis (6)

where Yis is the number of women of eligibility status s ∈ {eligible, ineligible}
recorded in household i. Women are considered eligible if they are in the age range
that is eligible for the DHS/MICS woman’s questionnaire (usually 15 to 49). They are
considered ineligible if they are outside this age range and older than 9 years of age.
The lower bound of 9 limits the conflation of the impact of the woman’s questionnaire
with the impact of the high question load for children under 5 in the DHS/MICS on
the presence of ineligible women.69 SV Yi is an indicator that takes the value one if
the household roster was recorded by the DHS/MICS and zero if it was recorded by
the census. Eligibles is an indicator that takes value one if the outcome is the num-
ber of eligible household members, and zero if it is the number of ineligible household
members. We scale survey sampling weights such that the total number of households
in surveys and contemporaneous censuses is identical, and cluster standard errors at
the household level. β3 captures the difference-in-differences of interest. Accordingly,
the upper bound of missing women is equal to β3 and the lower bound is equal to
β3/2.

69This assumes that the high question load for children under 5 may lead to the displacement of
their age to values above 5, but rarely above 9.
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A.4 Use of DHS and MICS in top demography journals

To determine the number of top demography papers with reference to the DHS or the
MICS, we run a search for the keywords “Demographic and Health Survey(s)” and
“Multiple Indicator Cluster Survey(s)” across all fields on JSTOR. We implement the
search using Constellate, a web-based text analytics service provided by ITHAKA,
which allows us to automatically query the JSTOR collection. We restrict the pub-
lication time to 2013 to 2017 for data availability reasons and focus on the top two
journals in Demography, Demography and the Population and Development Review.

A.5 Appendix Figures
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Figure A1: Use of DHS and MICS in research over time

This figure displays the count of journal articles that refer to the DHS or MICS in their title or abstract across
disciplines over time. Counts were generated from the Web of Science database using keyword search. The set of
journals is restricted to those that formed part of the Essential Science Indicator journal master list as of June 2024.
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Figure A2: MICS, Ghana 2011: First page of household questionnaire

Figure A3: MICS, Ghana 2011: Household roster
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Figure A4: Effect of man’s questionnaire on household consent in the MICS

This figure displays estimates of the effect of household assignment to the man’s questionnaire on household consent
across MICS with a randomly assigned man’s questionnaire. Circles indicate point estimates and bars indicate 95%
confidence intervals. Surveys are sorted along the x-axis in ascending order of the point estimate. Every survey is
labeled. Survey labels are composed of three-letter country codes, followed by the year of the survey and a single
letter D or M standing for DHS or MICS, respectively.

-.2
5

-.2
-.1

5
-.1

-.0
5

0
.0

5
.1

∆ 
# 

el
ig

ib
le

 m
en

 re
la

tiv
e 

to
 c

on
tro

l (
%

)

SL
E0

8D
N

ER
12

D
G

M
B1

3D
BF

A1
0D

N
ER

06
D

SL
E1

9D
M

W
I0

4D
U

KR
07

D
SL

E1
3D

G
H

A1
4D

BE
N

96
D

KE
N

08
D

M
LI

06
D

R
W

A0
0D

M
D

A0
5D

KH
M

14
D

M
W

I1
3M

TZ
A1

0D
AL

B0
8D

H
TI

94
D

M
R

T1
5M

N
IC

98
D

M
W

I1
9M

PH
L0

3D
N

PL
06

D
IN

D
19

D
ZW

E1
9M

KE
N

03
D

BO
L9

8D
AR

M
15

D
FJ

I2
1M

TZ
A0

4D
TO

N
19

M
TC

D
96

D
SL

E1
7M

C
AF

18
M

C
U

B1
4M

Survey

Without biomarkers With biomarkers

Figure A5: Effect of man’s questionnaire with and without male biomarker collection

This figure displays estimates of β from equation (3) relative to the control mean where the outcome variable is the
number of eligible men in the household. The sample consists of all 181 DHS and MICS with a man’s questionnaire
that is randomly assigned across households. Circles indicate point estimates and bars indicate 95% confidence
intervals. Estimates from surveys that include biomarker collection from eligible men are shown in blue. Surveys
are sorted along the x-axis in ascending order of the point estimate. Every 5th survey is labelled. Survey labels are
composed of three-letter country codes, followed by the year of the survey and a single letter D or M standing for
DHS or MICS, respectively. All estimates are reported in Table A4, column (3).
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This figure plots estimates of β from equation (3) relative to the control mean against the length of the man’s ques-
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Figure A7: Effect of man’s questionnaire on data collector characteristics

This figure displays estimates of the effect of household assignment to the man’s questionnaire on the characteristics
of the data collectors administering the household roster relative to the control group. Standard errors are clustered
at the household-level. Circles indicate point estimates and bars indicate 95% confidence intervals. Surveys are
sorted along the x-axis in ascending order of the respective point estimate. All surveys are labeled. Survey labels are
composed of three-letter country codes, followed by the year of the survey and a single letter D or M standing for
DHS or MICS, respectively.
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Figure A8: Within-data collector effect of man’s questionnaire on # of eligible men

This figure displays estimates of β from equation (3) relative to the control mean where the outcome variable is the
number of eligible men in the household. The sample consists of all 181 DHS and MICS with a man’s questionnaire
that is randomly assigned across households. Circles indicate point estimates and bars indicate 95% confidence
intervals. Surveys are sorted along the x-axis in ascending order of the point estimate excluding data collector fixed
effects. Every 5th survey is labelled. Survey labels are composed of three-letter country codes, followed by the year
of the survey and a single letter D or M standing for DHS or MICS, respectively.
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Figure A9: Effect of man’s questionnaire on total number of men in the household

This figure displays estimates of β from equation (3) relative to the control mean where the outcome variable is the
total number of men in the household. The sample consists of all 181 DHS and MICS with a man’s questionnaire that
is randomly assigned across households. Circles indicate point estimates and bars indicate 95% confidence intervals.
Surveys are sorted along the x-axis in ascending order of the point estimate. Every 5th survey is labelled. Survey
labels are composed of three-letter country codes, followed by the year of the survey and a single letter D or M
standing for DHS or MICS, respectively. All estimates are reported in Table A4, column (6).
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Figure A10: Geographic coverage of DHS/MICS-census pairs
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Figure A11: Effect of woman’s/man’s questionnaire on number of eligible women/men

This figure displays estimates of coefficients from the regression of the eligible number of women (in blue) and men
(in black) on the eligibility of their household for the respective individual (woman’s or man’s) questionnaire. The
sample consists of all 3 DHS with a woman’s questionnaire that is randomly assigned across households. Circles
indicate point estimates and bars indicate 95% confidence intervals. Surveys are sorted along the x-axis in ascending
order of the point estimate on the number of eligible women. All surveys are labelled. Survey labels are composed of
three-letter country codes, followed by the year of the survey and a single letter D or M standing for DHS or MICS,
respectively. All estimates are reported in Table A5, column (3).
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Figure A12: Question load of eligible women relative to ineligible women

This figure plots the question load of eligible women relative to ineligible women in the DHS/MICS against the same
ratio in the matched population and housing censuses (PHC). In Panel (a), question load is measured by the total
number of questions listed in the in the roster and the woman’s questionnaire. In Panel (b), it is measured by the
mean number of question answered about women of eligible and ineligible age. Panel (a) includes data on all 21
MICS-census pairs and all 46 DHS-census pairs. Panel (b) excludes 23 DHS-census pairs. See Appendix A.1.3 for
more information.
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Figure A13: Effect of woman’s questionnaire vs. relative question load across surveys

This figure plots estimates of the lower bound of the effect of the woman’s questionnaire relative to the control mean
against the relative question load faced by eligible women relative to ineligible women across surveys. The sample
consists of all 44 DHS and MICS for which the corresponding question counts are available. See appendix A.1.3 for
details on the measurement of the length of questionnaires. The solid line presents a linear fit.
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Figure A14: Missing men in DHS/MICS households with a man’s questionnaire

This figure displays estimates of the upper and lower bounds of missing men derived using the difference-in-differences
approach described in section 4.2.1 as well as estimates of missing men from the comparison of households with and
without a man’s questionnaire as detailed in section 4.1.1. Black diamonds indicate upper and lower bounds. The
area in between bounds is also colored in black. Grey bars indicate 95% confidence intervals of the bounds. Orange
circles indicate the point estimates exploiting the random assignment of the man’s questionnaire. Dashed orange
bars indicate the 95% confidence intervals of these estimates. The sample consists of all 33 surveys for which both
estimation approaches are feasible. Surveys are sorted along the x-axis in ascending order of the point estimate of the
lower bound. All surveys are labelled. Survey labels are composed of three-letter country codes, followed by the year
of the survey and a single letter D or M standing for DHS or MICS, respectively.
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Figure A15: Elasticity of sample size with respect to question load: woman’s vs.
man’s questionnaire

This figure displays estimates of the elasticity of sample size with respect to question load. Upper and lower bounds of
the elasticity of sampled eligible women with respect to the question load of women are indicated by blue diamonds.
The area between the bounds is also colored in blue. Grey shaded bars indicate the 95% confidence intervals of
the bounds. Point estimates of the elasticity of sampled eligible men with respect to the question load of men are
indicated by orange circles. Dashed orange bars indicate the 95% confidence intervals of these estimates. The sample
consists of all 33 surveys for which the estimation of both elasticities is feasible. Surveys are sorted along the x-axis
in ascending order of the point estimate of the lower bound. All surveys are labelled. Survey labels are composed of
three-letter country codes, followed by the year of the survey and a single letter D or M standing for DHS or MICS,
respectively.
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Figure A16: Elasticity of sampled men with respect to question load

This figure displays estimates of the elasticity of sampled men with respect to question load. Point estimates are
indicated by black circles. Black bars indicate 95% confidence intervals. The sample consists of all 181 surveys with
a man’s questionnaire that is randomly assigned across households. Surveys are sorted along the x-axis in ascending
order of the point estimate. Every 5th survey is labelled. Survey labels are composed of three-letter country codes,
followed by the year of the survey and a single letter D or M standing for DHS or MICS, respectively.
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Figure A17: Elasticity of sampled women with respect to question load

This figure displays estimates of the elasticity of sampled women with respect to question load. Upper and lower
bounds of the elasticity are indicated by blue diamonds. The area between the bounds is also colored in blue. Grey
shaded bars indicate the 95% confidence intervals of the bounds. The sample consists of all 76 survey-census pairs.
Surveys are sorted along the x-axis in ascending order of the point estimate. Every 3rd survey is labelled. Survey
labels are composed of three-letter country codes, followed by the year of the survey and a single letter D or M
standing for DHS or MICS, respectively.
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Figure A18: Missing men in surveys with and without mandatory re-interviewing

This figure displays estimates of β from equation (3) relative to the control mean where the outcome variable is the
number of eligible men in the household. The sample consists of all 181 DHS and MICS with a man’s questionnaire that
is randomly assigned across households. Circles indicate point estimates and bars indicate 95% confidence intervals.
Estimates from surveys that feature mandatory re-interviewing are shown in red. Surveys are sorted along the x-axis
in ascending order of the point estimate. Every 5th survey is labelled. Survey labels are composed of three-letter
country codes, followed by the year of the survey and a single letter D or M standing for DHS or MICS, respectively.
All estimates are reported in Table A4, column (3).
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Figure A19: Selection on age

This figure displays estimates of the effect of household assignment to the man’s (left) and woman’s questionnaire
(right) on the age of eligible men and women relative to the relevant comparison group, i.e., control households for
men and census households for women. Standard errors are clustered at the household-level. Circles indicate point
estimates and bars indicate 95% confidence intervals. Surveys are sorted along the x-axis in ascending order of the
respective point estimate. In panel (a) every fifth survey is labeled, in panel (b) every 2nd survey is labeled. Survey
labels are composed of three-letter country codes, followed by the year of the survey and a single letter D or M
standing for DHS or MICS, respectively. All estimates are reported in Tables A8 and A9, column (2).
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Figure A20: Effect of man’s questionnaire on number of eligible men by age group

This figure shows the smoothed values from a kernel-weighted local polynomial regression of survey-level regression
coefficients of eligible men in the household on the eligibility for the man’s questionnaire by age group. The three
considered age groups are (i) the ten-year band just above the lower eligibility threshold (typically 15-24), (ii) the
10-year band just below the upper eligibility threshold (typically 40-49) and (iii) the remaining eligible ages in between
(typically 25-39).
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(d) Marital status

Figure A21: Selection on observables vs. missing men

This figure plots coefficients from regressions of individual characteristics of eligible men – age in panel (a), close
relationship to household head in panel (b), years of schooling in panel (c), ever married in panel (d) – on household
assignment to the man’s questionnaire on the y-axis. Coefficients from regressions of the number of eligible men on
household assignment to the man’s questionnaire are plotted on the x-axis (all panels). Each black dot represents a
survey. The grey line represents a linear fit, with the 95% confidence interval indicated by the shaded area.
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(d) Marital status

Figure A22: Selection on observables vs. missing women

This figure plots differences in average individual characteristics of women of eligible age – age in panel (a), close
relationship to household head in panel (b), years of schooling in panel (c), ever married in panel (d) – between
surveys and matched censuses on the y-axis. The lower bound of missing women is plotted on the x-axis (all panels).
Each blue dot represents a survey. The blue line represents a linear fit, with the 95% confidence interval indicated by
the shaded area.
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Figure A23: Effect of man’s questionnaire on other individual characteristics (DHS)

This figure plots coefficients from regressions of individual characteristics of eligible men on household assignment to
the man’s questionnaire on the y-axis. Outcomes are indicated on the x-axis. Each regression pools the data from all
DHS that include the relevant outcome information. Whiskers indicate the 95% confidence interval. Details on the
definitions of the outcomes and the underlying samples are available in appendix A.1.4.
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Figure A24: Bias in aggregate fertility vs. missing women

This figure plots differences in the average number of children ever born to women aged 15 to 49 between DHS/MICS
and contemporaneous population censuses Each blue dot represents a survey. The blue line represents a linear fit,
with the 95% confidence interval indicated by the shaded area.
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(b) Male

Figure A25: Employment in the NLSY97 vs. CPS ASEC by gender

This figure compares female and male employment rates for the cohorts born in 1980 and 1981 in the NLSY97 and
the CPS ASEC. Individuals are considered employment if they have worked at least 520 hours in the past calendar
year.
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Figure A26: The gender gap in US youth employment: NLSY79 vs. CPS-ASEC

This figure displays estimates of the gender gap in employment for cohorts born in 1962 and 1963 in the NLSY79 and
the CPS ASEC over time. Individuals are considered employed if they have worked at least 520 hours in the past
calendar year. The NLSY79 full employment history sample is restricted to NLSY79 participants for which a complete
weekly employment history is available from 1979 to 1988. Markers indicate point estimates and bars indicate 95%
confidence intervals.
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Figure A27: Fertility of women (census comparison) before and after re-weighting

This figure reproduces the effect of household assignment to the woman’s questionnaire on the measures of fertility of
eligible women relative to the control group of census households for women, as shown in Figure 9a. It adds estimates
of fertility using re-weighted DHS/MICS data in orange. The re-weighting procedure applied is ‘raking’, also called
‘matrix scaling’ or ‘RAS algorithm’, a process of iterative proportional fitting whereby data sample weights are adjusted
to match desired marginal totals. Raking is performed on all variables present in both survey roster and census
data: bins of age, bins of education, relationship to household head and marriage, using the contemporaneous census
to provide population marginal distributions to target. In four surveys, empty cells of roster variable combinations
prevent raking despite all variables existing in both survey and census. See notes in Figure 9a for further details.
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Figure A28: Question load and age distribution in living standards surveys
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(a) Tanzania HBS 2011: Question load
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(b) Zambia LCMS 2015: Question load
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(c) Tanzania HBS 2011: Age distribution

Child module

0
.0

1
.0

2
.0

3
.0

4
Pe

rc
en

t

0 10 20 30 40 50 60 70 80
Age

(d) Zambia LCMS 2015: Age distribution

This figure shows the distribution of the mean number of questions asked about household members by age in the 2011
Tanzanian Household Budget Survey (HBS) and the 2015 Zambian Living Conditions Monitoring Survey (LCMS) in
the top panels (a) and (b). The bottom panels (c) and (d) show the age distributions in the two surveys. Shaded
areas indicate survey modules that are only applied to specific age groups.
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Figure A29: Question load and age distribution in labour and time use surveys
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(a) Tanzania ILFS 2014: Question load
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(b) GHA TUS 2009: Question load
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(c) Tanzania ILFS 2014: Age distribution
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(d) Ghana TUS 2009: Age distribution

This figure shows the distribution of the mean number of questions asked about household members by age in the 2014
Tanzanian Integrated Labour Force Survey (ILFS) and the 2009 Ghana Time Use Survey (TUS) in the top panels (a)
and (b). The bottom panels (c) and (d) show the age distributions in the two surveys. Shaded areas indicate survey
modules that are only applied to specific age groups.
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Figure A30: Effect of man’s questionnaire on respondent characteristics in the DHS

This figure displays estimates of the effect of household assignment to the man’s questionnaire on the characteristics of
the respondents to the household roster relative to the control group. Standard errors are clustered at the household-
level. Circles indicate point estimates and bars indicate 95% confidence intervals. Surveys are sorted along the x-axis
in ascending order of the respective point estimate. All surveys are labeled. Survey labels are composed of three-letter
country codes, followed by the year of the survey and a single letter D or M standing for DHS or MICS, respectively.
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A.6 Appendix Tables

Table A1: Surveys with randomly assigned man’s questionnaire excluded from anal-
ysis

Reason for exclusion Excluded surveys Total
Additional survey features
administered in control households
(without man’s questionnaire) that
were not implemented in treatment
households (with man’s
questionnaire)

AGO DHS 2015; BEN DHS 2017;
CIV MICS 2016; CMR DHS 2004,
2011, 2018; COD DHS 2013; COD
MICS 2017; COG DHS 2011; COM
MICS 2022; DOM DHS 2002; GIN
DHS 2012; JOR DHS 2017; KAZ
DHS 1999; KHM DHS 2005, 2021;
MDG DHS 2021; MDG MICS
2018; MOZ DHS 2011; MRT DHS
2019; NPL DHS 2022; RWA DHS
2014, 2019; SEN DHS 2018, 2018,
2019; TCD DHS 2014; TLS DHS
2016

28

Eligibility for man’s questionnaire
conditional on marital status

AFG DHS 2015; BGD DHS 1996,
1999, 2007, 2011; IDN DHS 2002,
2007, 2012, 2017; MDV DHS 2009;
NPL DHS 2001; PAK DHS 2012,
2017

13

Randomisation of man’s
questionnaire stratified by presence
of children at household listing
stage, but stratification variable
not available in microdata

BLR MICS 2012, 2019; GUY
MICS 2014; MNE MICS 2013,
2018; UKR MICS 2012

6

No upper age limit for eligibility
for man’s questionnaire

BFA DHS 1993, MAR DHS 1992,
SEN DHS 1992

3

Individual identifiers do not match
across microdata source files

STP MICS 2019; SWZ MICS 2014;
TGO MICS 2017

3

Random assignment of man’s
questionnaire across clusters rather
than across households within
clusters

GHA DHS 1993 1

Contradicting information about
assignment of man’s questionnaire
in survey report and microdata

KAZ MICS 2010 1
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Table A2: DHS and MICS with randomly assigned man’s questionnaire

Country code Country name DHS MICS

ALB Albania 2008, 2017 NA
ARM Armenia 2000, 2005, 2010, 2015 NA
AZE Azerbaijan 2006 NA
BDI Burundi 2010, 2016 NA
BEN Benin 1996, 2001, 2006, 2011 2014
BFA Burkina Faso 1998, 2003, 2010, 2021 NA
BGD Bangladesh 2004 NA
BOL Bolivia 1998, 2003, 2008 NA
BRA Brazil 1996 NA
CAF Central African Republic 1994 2006, 2010, 2018
CIV Côte d’Ivoire 1994, 1998, 2011, 2021 NA
CMR Cameroon 1998 2014
COD Congo - Kinshasa 2007 NA
COG Congo - Brazzaville 2005 2014
COM Comoros 1996, 2012 NA
CUB Cuba NA 2014, 2019
ETH Ethiopia 2000, 2005 NA
FJI Fiji NA 2021
GAB Gabon 2000, 2012, 2019 NA
GEO Georgia NA 2018
GHA Ghana 1998, 2008, 2014 2006, 2011, 2017
GIN Guinea 1999, 2005, 2018 NA
GMB Gambia 2013, 2019 2018
GNB Guinea-Bissau NA 2014, 2018
GTM Guatemala 2014 NA
HND Honduras 2011 2019
HTI Haiti 1994, 2000, 2005, 2012 NA
IND India 2005, 2015, 2019 NA
KEN Kenya 1993, 1998, 2003, 2008, 2014, 2022 NA
KGZ Kyrgyzstan 2012 NA
KHM Cambodia 2010, 2014 NA
KIR Kiribati NA 2018
LAO Laos NA 2017
LBR Liberia 2013, 2019 NA
LSO Lesotho 2004, 2009, 2014 2018
MDA Moldova 2005 2012
MDG Madagascar 2003, 2008 NA
MLI Mali 1995, 2001, 2006, 2012, 2018 2015
MMR Myanmar (Burma) 2015 NA
MNG Mongolia NA 2013, 2018
MOZ Mozambique 1997, 2003 NA
MRT Mauritania NA 2007, 2015
MWI Malawi 1992, 2000, 2004, 2010, 2015 2006, 2013, 2019
NAM Namibia 2000, 2006, 2013 NA
NER Niger 1998, 2006, 2012 NA
NGA Nigeria 2003, 2008, 2013, 2018 NA
NIC Nicaragua 1998 NA
NPL Nepal 2006, 2011, 2016 2019
PER Peru 1996 NA
PHL Philippines 2003 NA
PNG Papua New Guinea 2016 NA
RWA Rwanda 2000, 2005, 2010 NA
SEN Senegal 2005, 2010, 2014, 2015, 2016 NA
SLE Sierra Leone 2008, 2013, 2019 2017
SUR Suriname NA 2018
TCA Turks and Caicos Islands NA 2019
TCD Chad 1996, 2004 2019
TGO Togo 1998, 2013 2010
THA Thailand NA 2019, 2022
TLS Timor-Leste 2009 NA
TON Tonga NA 2019
TUN Tunisia NA 2018
TUV Tuvalu NA 2019
TZA Tanzania 1991, 1996, 2004, 2010, 2015, 2022 NA
UGA Uganda 1995, 2000, 2006, 2011, 2016 NA
UKR Ukraine 2007 NA
UZB Uzbekistan 2002 NA
VNM Vietnam NA 2020
WSM Samoa NA 2019
XKX Republic of Kosovo NA 2013, 2019
ZAF South Africa 2016 NA
ZMB Zambia 1996, 2001 NA
ZWE Zimbabwe 1994, 1999 2014, 2019
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Table A3: MICS/DHS-Population Census pairs

Country Survey Survey Year PHC Year Source Statistical Office

BEN DHS 2001 2002 IPUMS National Institute of Statistics and Economic Analysis
BEN DHS 2011 2013 IPUMS National Institute of Statistics and Economic Analysis
BEN MICS 2014 2013 IPUMS National Institute of Statistics and Economic Analysis
BFA MICS 2006 2006 IPUMS National Institute of Statistics and Demography
BOL DHS 1994 1992 IPUMS National Institute of Statistics
BOL DHS 2003 2001 IPUMS National Institute of Statistics
CMR DHS 2004 2005 IPUMS Central Bureau of Census and Population Studies
CMR MICS 2006 2005 IPUMS Central Bureau of Census and Population Studies
CRI MICS 2011 2011 IPUMS National Institute of Statistics and Censuses
CUB MICS 2010 2012 IPUMS Office of National Statistics
CUB MICS 2014 2012 IPUMS Office of National Statistics
DOM MICS 2000 2002 IPUMS National Statistics Office
GHA DHS 1998 2000 IPUMS Ghana Statistical Services
GHA DHS 2008 2010 IPUMS Ghana Statistical Services
IDN MICS 2000 2000 IPUMS Statistics Indonesia
KEN DHS 1989 1989 IPUMS National Bureau of Statistics
KEN DHS 1998 1999 IPUMS National Bureau of Statistics
KEN DHS 2008 2009 IPUMS National Bureau of Statistics
KHM DHS 2000 1998 IPUMS National Institute of Statistics
KHM DHS 2010 2008 IPUMS National Institute of Statistics
KHM DHS 2014 2013 IPUMS National Institute of Statistics
KHM DHS 2021 2019 IPUMS National Institute of Statistics
LAO MICS 2006 2005 IPUMS Statistics Bureau
LAO MICS 2017 2015 IPUMS Statistics Bureau
LBR DHS 2007 2008 IPUMS Institute of Statistics and Geo-Information Systems
LBR DHS 2009 2008 IPUMS Institute of Statistics and Geo-Information Systems
LSO DHS 2004 2006 IPUMS Bureau of Statistics
MEX MICS 2015 2015 IPUMS National Institute of Statistics, Geography, and Informatics
MMR DHS 2015 2014 IPUMS Central Statistical Organization
MNG MICS 2010 2010 NSO National Statistical Office
MOZ DHS 1997 1997 IPUMS National Institute of Statistics
MOZ MICS 2008 2007 IPUMS National Institute of Statistics
MOZ DHS 2009 2007 IPUMS National Institute of Statistics
MWI DHS 1996 1998 IPUMS National Statistical Office
MWI DHS 2000 1998 IPUMS National Statistical Office
MWI MICS 2006 2008 IPUMS National Statistical Office
MWI DHS 2010 2008 IPUMS National Statistical Office
NER DHS 2012 2012 NSO National Institute of Statistics
PER DHS 1991 1993 IPUMS National Institute of Statistics and Informatics
PER DHS 2007 2007 IPUMS National Institute of Statistics and Informatics
PER DHS 2009 2007 IPUMS National Institute of Statistics and Informatics
PRY DHS 1990 1992 IPUMS General Directorate of Statistics, Surveys, and Censuses
RWA DHS 1992 1991 IPUMS National Institute of Statistics
RWA DHS 2000 2002 IPUMS National Institute of Statistics
RWA MICS 2000 2002 IPUMS National Institute of Statistics
SEN DHS 2012 2013 IPUMS National Agency of Statistics and Demography
SEN DHS 2014 2013 IPUMS National Agency of Statistics and Demography
SEN DHS 2015 2013 IPUMS National Agency of Statistics and Demography
SLE DHS 2013 2015 IPUMS Statistics Sierra Leone
SLE DHS 2016 2015 IPUMS Statistics Sierra Leone
TGO MICS 2010 2010 IPUMS National Institute of Statistics (INSEED)
TTO MICS 2011 2011 IPUMS Central Statistical Office
TZA DHS 2003 2002 IPUMS National Bureau of Statistics
TZA DHS 2004 2002 IPUMS National Bureau of Statistics
TZA DHS 2010 2012 IPUMS National Bureau of Statistics
TZA DHS 2011 2012 IPUMS National Bureau of Statistics
UGA DHS 2000 2002 IPUMS Bureau of Statistics
UGA DHS 2014 2014 IPUMS Bureau of Statistics
UGA DHS 2016 2014 IPUMS Bureau of Statistics
URY MICS 2012 2011 IPUMS National Institute of Statistics
VEN MICS 2000 2001 IPUMS National Institute of Statistics
VNM MICS 2010 2009 IPUMS General Statistics Office
VNM MICS 2020 2019 IPUMS General Statistics Office
ZAF DHS 2016 2016 IPUMS Statistics South Africa
ZMB DHS 1992 1990 IPUMS Central Statistical Office
ZMB DHS 2001 2000 IPUMS Central Statistical Office
ZWE DHS 2010 2012 IPUMS Central Statistical Office
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Table A4: Effect of man’s questionnaire on number of men in the household

Eligible men Ineligible men Total men
Survey Absolute Relative Absolute Relative Absolute N

ALB DHS 2008 -0.055 (0.017) -0.065 (0.020) 0.009 (0.014) 0.012 (0.018) -0.046 (0.020) 7,999
ALB DHS 2017 -0.089 (0.013) -0.089 (0.013) 0.001 (0.009) 0.001 (0.017) -0.088 (0.014) 15,823
ARM DHS 2000 -0.051 (0.023) -0.050 (0.022) 0.023 (0.022) 0.031 (0.029) -0.028 (0.028) 5,980
ARM DHS 2005 -0.120 (0.020) -0.140 (0.022) 0.014 (0.018) 0.020 (0.027) -0.106 (0.025) 6,705
ARM DHS 2010 -0.034 (0.020) -0.043 (0.025) -0.015 (0.016) -0.023 (0.026) -0.049 (0.025) 6,700
ARM DHS 2015 -0.017 (0.016) -0.023 (0.022) 0.006 (0.014) 0.008 (0.020) -0.012 (0.021) 7,893
AZE DHS 2006 -0.105 (0.022) -0.085 (0.017) 0.073 (0.016) 0.160 (0.038) -0.031 (0.025) 7,171
BDI DHS 2010 -0.030 (0.020) -0.028 (0.018) 0.003 (0.015) 0.006 (0.032) -0.028 (0.025) 8,593
BDI DHS 2016 -0.108 (0.014) -0.101 (0.013) -0.028 (0.011) -0.054 (0.021) -0.137 (0.019) 15,977
BEN DHS 1996 -0.091 (0.023) -0.091 (0.022) 0.018 (0.035) 0.019 (0.038) -0.073 (0.044) 4,498
BEN DHS 2001 -0.141 (0.024) -0.125 (0.020) 0.064 (0.022) 0.116 (0.043) -0.077 (0.035) 5,768
BEN DHS 2006 -0.101 (0.014) -0.092 (0.012) 0.040 (0.013) 0.078 (0.025) -0.061 (0.020) 17,489
BEN DHS 2011 -0.167 (0.014) -0.150 (0.012) 0.061 (0.013) 0.117 (0.025) -0.106 (0.019) 17,422
BEN MICS 2014 -0.082 (0.016) -0.077 (0.015) -0.010 (0.015) -0.015 (0.024) -0.092 (0.023) 14,073
BFA DHS 1998 -0.148 (0.031) -0.110 (0.022) 0.043 (0.027) 0.056 (0.037) -0.106 (0.043) 4,812
BFA DHS 2003 -0.144 (0.025) -0.103 (0.017) 0.032 (0.021) 0.042 (0.028) -0.112 (0.035) 9,093
BFA DHS 2010 -0.173 (0.015) -0.142 (0.011) 0.002 (0.014) 0.004 (0.022) -0.170 (0.021) 14,423
BFA DHS 2021 -0.167 (0.017) -0.123 (0.012) 0.038 (0.016) 0.054 (0.022) -0.129 (0.024) 13,251
BGD DHS 2004 -0.048 (0.019) -0.038 (0.014) -0.003 (0.016) -0.005 (0.022) -0.051 (0.024) 10,500
BOL DHS 1998 -0.028 (0.017) -0.026 (0.015) 0.031 (0.014) 0.065 (0.029) 0.003 (0.021) 12,106
BOL DHS 2003 -0.060 (0.013) -0.055 (0.012) 0.024 (0.010) 0.055 (0.023) -0.036 (0.016) 19,204
BOL DHS 2008 -0.069 (0.012) -0.066 (0.011) 0.004 (0.010) 0.008 (0.022) -0.066 (0.015) 19,561
BRA DHS 1996 -0.029 (0.019) -0.025 (0.016) 0.035 (0.014) 0.074 (0.030) 0.006 (0.022) 13,274
CAF DHS 1994 -0.103 (0.027) -0.094 (0.024) 0.001 (0.024) 0.001 (0.042) -0.102 (0.036) 5,551
CAF MICS 2006 0.009 (0.014) 0.010 (0.016) 0.024 (0.013) 0.054 (0.030) 0.033 (0.019) 11,721
CAF MICS 2010 -0.009 (0.015) -0.010 (0.015) 0.007 (0.013) 0.015 (0.029) -0.002 (0.020) 11,755
CAF MICS 2018 -0.020 (0.021) -0.018 (0.019) 0.018 (0.018) 0.030 (0.030) -0.002 (0.027) 8,133
CIV DHS 1994 -0.098 (0.037) -0.065 (0.024) -0.004 (0.030) -0.006 (0.043) -0.101 (0.052) 5,935
CIV DHS 1998 -0.103 (0.057) -0.068 (0.037) 0.013 (0.044) 0.020 (0.067) -0.089 (0.077) 2,122
CIV DHS 2011 -0.128 (0.023) -0.099 (0.017) 0.035 (0.016) 0.062 (0.030) -0.093 (0.028) 9,682
CIV DHS 2021 -0.096 (0.015) -0.083 (0.013) 0.016 (0.012) 0.034 (0.026) -0.080 (0.020) 14,766
CMR DHS 1998 -0.077 (0.032) -0.060 (0.024) 0.040 (0.025) 0.063 (0.042) -0.037 (0.043) 4,693
CMR MICS 2014 -0.047 (0.018) -0.047 (0.017) 0.018 (0.016) 0.032 (0.029) -0.029 (0.024) 10,212
COD DHS 2007 -0.134 (0.021) -0.107 (0.016) -0.024 (0.017) -0.040 (0.028) -0.158 (0.027) 8,885
COG DHS 2005 -0.060 (0.028) -0.048 (0.022) 0.076 (0.022) 0.137 (0.042) 0.015 (0.036) 5,879
COG MICS 2014 -0.020 (0.014) -0.023 (0.016) 0.007 (0.013) 0.014 (0.025) -0.013 (0.018) 12,811
COM DHS 1996 -0.143 (0.050) -0.105 (0.035) 0.080 (0.045) 0.101 (0.058) -0.063 (0.068) 2,252
COM DHS 2012 -0.027 (0.032) -0.022 (0.026) 0.083 (0.028) 0.121 (0.043) 0.056 (0.042) 4,481
CUB MICS 2014 0.039 (0.014) 0.053 (0.020) -0.015 (0.012) -0.030 (0.024) 0.024 (0.017) 9,494
CUB MICS 2019 -0.028 (0.012) -0.042 (0.018) 0.008 (0.011) 0.015 (0.020) -0.020 (0.015) 11,966
ETH DHS 2000 -0.044 (0.020) -0.040 (0.018) 0.020 (0.017) 0.033 (0.029) -0.025 (0.026) 14,071
ETH DHS 2005 -0.169 (0.015) -0.143 (0.012) 0.038 (0.013) 0.065 (0.024) -0.131 (0.020) 13,705
FJI MICS 2021 -0.017 (0.024) -0.017 (0.023) 0.012 (0.019) 0.018 (0.028) -0.005 (0.030) 5,467
GAB DHS 2000 -0.106 (0.029) -0.087 (0.024) 0.037 (0.024) 0.056 (0.037) -0.069 (0.039) 6,203
GAB DHS 2012 -0.118 (0.021) -0.116 (0.019) 0.037 (0.016) 0.076 (0.034) -0.082 (0.026) 9,750
GAB DHS 2019 -0.039 (0.017) -0.039 (0.017) 0.032 (0.012) 0.089 (0.037) -0.007 (0.022) 11,781
GEO MICS 2018 -0.004 (0.013) -0.005 (0.018) 0.010 (0.011) 0.015 (0.017) 0.006 (0.016) 12,270
GHA DHS 1998 -0.025 (0.020) -0.031 (0.025) -0.004 (0.019) -0.010 (0.043) -0.030 (0.028) 6,003
GHA MICS 2006 0.029 (0.023) 0.030 (0.024) -0.019 (0.021) -0.033 (0.036) 0.010 (0.032) 5,932
GHA DHS 2008 -0.163 (0.015) -0.166 (0.014) 0.021 (0.013) 0.048 (0.030) -0.142 (0.020) 11,778
GHA MICS 2011 -0.138 (0.016) -0.151 (0.016) 0.000 (0.016) 0.001 (0.024) -0.138 (0.022) 11,924
GHA DHS 2014 -0.079 (0.014) -0.093 (0.016) 0.018 (0.012) 0.042 (0.029) -0.061 (0.019) 11,834
GHA MICS 2017 -0.020 (0.015) -0.022 (0.017) 0.018 (0.014) 0.029 (0.022) -0.001 (0.020) 12,886
GIN DHS 1999 -0.114 (0.034) -0.080 (0.023) 0.040 (0.028) 0.053 (0.038) -0.073 (0.048) 5,089
GIN DHS 2005 -0.086 (0.025) -0.074 (0.021) 0.029 (0.023) 0.039 (0.032) -0.058 (0.036) 6,280
GIN DHS 2018 -0.179 (0.023) -0.143 (0.017) -0.003 (0.020) -0.005 (0.027) -0.183 (0.031) 7,912
GMB DHS 2013 -0.274 (0.041) -0.149 (0.021) 0.012 (0.029) 0.013 (0.031) -0.262 (0.056) 6,215
GMB MICS 2018 -0.107 (0.036) -0.070 (0.023) 0.046 (0.028) 0.047 (0.029) -0.061 (0.053) 7,405
GMB DHS 2019 -0.139 (0.041) -0.080 (0.022) 0.034 (0.031) 0.037 (0.034) -0.105 (0.059) 6,549
GNB MICS 2014 -0.182 (0.032) -0.116 (0.019) 0.021 (0.023) 0.024 (0.027) -0.162 (0.041) 6,601
GNB MICS 2018 -0.159 (0.031) -0.109 (0.020) 0.040 (0.025) 0.051 (0.032) -0.119 (0.041) 7,378
GTM DHS 2014 -0.075 (0.013) -0.063 (0.011) -0.007 (0.009) -0.012 (0.018) -0.081 (0.016) 21,383
HND DHS 2011 -0.007 (0.013) -0.006 (0.011) 0.013 (0.010) 0.023 (0.018) 0.006 (0.016) 21,361
HND MICS 2019 -0.035 (0.012) -0.036 (0.012) 0.002 (0.009) 0.004 (0.017) -0.033 (0.015) 20,668
HTI DHS 1994 -0.074 (0.032) -0.063 (0.026) 0.010 (0.024) 0.017 (0.041) -0.064 (0.039) 4,818
HTI DHS 2000 -0.082 (0.021) -0.070 (0.018) -0.004 (0.016) -0.007 (0.028) -0.086 (0.027) 9,588
HTI DHS 2005 -0.162 (0.020) -0.136 (0.016) -0.016 (0.014) -0.029 (0.026) -0.178 (0.024) 9,990
HTI DHS 2012 -0.117 (0.019) -0.095 (0.014) -0.010 (0.013) -0.020 (0.024) -0.127 (0.022) 13,176
IND DHS 2005 -0.090 (0.008) -0.067 (0.006) 0.024 (0.006) 0.039 (0.010) -0.066 (0.010) 109,032
IND DHS 2015 -0.117 (0.004) -0.090 (0.003) 0.027 (0.003) 0.041 (0.005) -0.091 (0.005) 601,507
IND DHS 2019 -0.047 (0.004) -0.039 (0.003) 0.017 (0.003) 0.029 (0.005) -0.030 (0.005) 636,696
KEN DHS 1993 -0.024 (0.015) -0.034 (0.021) 0.027 (0.023) 0.031 (0.028) 0.002 (0.028) 7,948
KEN DHS 1998 -0.093 (0.020) -0.092 (0.019) 0.007 (0.017) 0.012 (0.030) -0.087 (0.026) 8,379
KEN DHS 2003 -0.032 (0.019) -0.031 (0.019) 0.006 (0.016) 0.011 (0.031) -0.026 (0.025) 8,559
KEN DHS 2008 -0.084 (0.018) -0.088 (0.018) 0.022 (0.015) 0.046 (0.032) -0.062 (0.023) 9,056
KEN DHS 2014 -0.091 (0.008) -0.100 (0.009) 0.011 (0.008) 0.020 (0.015) -0.079 (0.012) 36,418
KEN DHS 2022 -0.061 (0.008) -0.068 (0.009) 0.012 (0.008) 0.020 (0.014) -0.049 (0.011) 37,911
KGZ DHS 2012 -0.091 (0.017) -0.092 (0.017) 0.068 (0.016) 0.109 (0.026) -0.023 (0.021) 8,039
KHM DHS 2010 -0.085 (0.014) -0.071 (0.012) 0.004 (0.013) 0.006 (0.018) -0.081 (0.019) 15,667
KHM DHS 2014 -0.076 (0.014) -0.072 (0.013) 0.010 (0.013) 0.015 (0.019) -0.066 (0.018) 15,825
KIR MICS 2018 0.020 (0.038) 0.015 (0.028) -0.009 (0.028) -0.014 (0.040) 0.011 (0.048) 3,071
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Table A4: Effect of man’s questionnaire on number of men in the household

Eligible men Ineligible men Total men
Survey Absolute Relative Absolute Relative Absolute N

LAO MICS 2017 -0.052 (0.011) -0.044 (0.009) 0.017 (0.009) 0.026 (0.015) -0.036 (0.014) 22,287
LBR DHS 2013 -0.144 (0.019) -0.135 (0.017) -0.045 (0.018) -0.062 (0.024) -0.190 (0.026) 9,332
LBR DHS 2019 -0.060 (0.019) -0.056 (0.018) 0.019 (0.017) 0.033 (0.030) -0.041 (0.026) 9,068
LSO DHS 2004 -0.160 (0.019) -0.168 (0.018) 0.111 (0.021) 0.135 (0.027) -0.049 (0.028) 8,586
LSO DHS 2009 -0.169 (0.017) -0.190 (0.017) 0.186 (0.021) 0.215 (0.027) 0.017 (0.026) 9,391
LSO DHS 2014 -0.180 (0.017) -0.212 (0.017) 0.137 (0.019) 0.177 (0.027) -0.042 (0.024) 9,402
LSO MICS 2018 -0.003 (0.020) -0.003 (0.020) 0.005 (0.014) 0.011 (0.029) 0.002 (0.025) 8,847
MDA DHS 2005 -0.067 (0.015) -0.078 (0.017) 0.030 (0.011) 0.086 (0.033) -0.037 (0.017) 11,076
MDA MICS 2012 -0.036 (0.014) -0.062 (0.023) 0.024 (0.011) 0.053 (0.024) -0.012 (0.015) 11,353
MDG DHS 2003 -0.160 (0.020) -0.142 (0.017) 0.081 (0.018) 0.174 (0.040) -0.078 (0.026) 8,406
MDG DHS 2008 -0.095 (0.013) -0.084 (0.011) 0.039 (0.011) 0.076 (0.023) -0.056 (0.017) 17,847
MLI DHS 1995 -0.158 (0.021) -0.139 (0.018) 0.042 (0.021) 0.063 (0.031) -0.116 (0.030) 8,716
MLI DHS 2001 -0.065 (0.018) -0.061 (0.017) 0.038 (0.016) 0.061 (0.026) -0.026 (0.024) 12,320
MLI DHS 2006 -0.099 (0.018) -0.084 (0.015) 0.076 (0.016) 0.126 (0.027) -0.023 (0.024) 12,959
MLI DHS 2012 -0.198 (0.017) -0.175 (0.014) 0.091 (0.018) 0.126 (0.027) -0.108 (0.025) 10,105
MLI MICS 2015 -0.177 (0.025) -0.109 (0.014) 0.091 (0.021) 0.081 (0.019) -0.087 (0.036) 11,830
MLI DHS 2018 -0.170 (0.019) -0.144 (0.015) 0.024 (0.018) 0.035 (0.027) -0.146 (0.027) 9,510
MMR DHS 2015 -0.081 (0.015) -0.089 (0.015) 0.001 (0.014) 0.001 (0.018) -0.080 (0.019) 12,500
MNG MICS 2013 -0.061 (0.012) -0.067 (0.012) -0.012 (0.009) -0.027 (0.022) -0.072 (0.013) 14,805
MNG MICS 2018 -0.004 (0.012) -0.004 (0.014) -0.011 (0.010) -0.023 (0.021) -0.015 (0.014) 13,798
MOZ DHS 1997 -0.011 (0.019) -0.011 (0.019) 0.027 (0.018) 0.045 (0.030) 0.017 (0.025) 9,279
MOZ DHS 2003 -0.035 (0.019) -0.032 (0.017) 0.060 (0.016) 0.113 (0.030) 0.024 (0.024) 12,309
MRT MICS 2007 -0.045 (0.020) -0.041 (0.018) 0.001 (0.017) 0.001 (0.023) -0.045 (0.027) 10,359
MRT MICS 2015 -0.062 (0.018) -0.061 (0.017) 0.029 (0.016) 0.041 (0.022) -0.032 (0.025) 11,764
MWI DHS 1992 0.003 (0.019) 0.004 (0.025) 0.033 (0.031) 0.040 (0.037) 0.036 (0.035) 5,323
MWI DHS 2000 -0.038 (0.016) -0.039 (0.016) 0.036 (0.014) 0.075 (0.030) -0.001 (0.021) 14,210
MWI DHS 2004 -0.102 (0.014) -0.109 (0.014) 0.018 (0.014) 0.035 (0.026) -0.083 (0.019) 13,656
MWI MICS 2006 -0.038 (0.009) -0.043 (0.010) 0.013 (0.009) 0.027 (0.018) -0.025 (0.013) 30,542
MWI DHS 2010 -0.062 (0.011) -0.064 (0.011) 0.043 (0.010) 0.077 (0.019) -0.019 (0.015) 24,819
MWI MICS 2013 -0.066 (0.010) -0.069 (0.010) 0.039 (0.010) 0.073 (0.019) -0.026 (0.014) 26,713
MWI DHS 2015 -0.086 (0.011) -0.087 (0.010) -0.012 (0.010) -0.022 (0.017) -0.098 (0.014) 26,361
MWI MICS 2019 -0.047 (0.011) -0.050 (0.011) -0.000 (0.010) -0.000 (0.018) -0.048 (0.014) 25,419
NAM DHS 2000 0.012 (0.027) 0.011 (0.024) 0.035 (0.019) 0.067 (0.038) 0.047 (0.033) 6,380
NAM DHS 2006 -0.076 (0.022) -0.073 (0.020) -0.001 (0.017) -0.002 (0.028) -0.077 (0.028) 9,187
NAM DHS 2013 -0.040 (0.020) -0.036 (0.018) 0.000 (0.013) 0.000 (0.034) -0.040 (0.024) 9,842
NER DHS 1998 -0.102 (0.028) -0.084 (0.022) 0.033 (0.025) 0.047 (0.037) -0.069 (0.040) 5,927
NER DHS 2006 -0.158 (0.024) -0.136 (0.019) 0.050 (0.021) 0.069 (0.030) -0.108 (0.033) 7,654
NER DHS 2012 -0.173 (0.017) -0.167 (0.015) 0.047 (0.018) 0.064 (0.025) -0.126 (0.025) 10,747
NGA DHS 2003 -0.110 (0.025) -0.091 (0.020) 0.033 (0.020) 0.063 (0.040) -0.077 (0.033) 7,212
NGA DHS 2008 -0.085 (0.009) -0.078 (0.008) 0.033 (0.008) 0.073 (0.018) -0.053 (0.013) 34,023
NGA DHS 2013 -0.008 (0.008) -0.009 (0.009) 0.004 (0.008) 0.006 (0.014) -0.004 (0.012) 38,508
NGA DHS 2018 -0.064 (0.009) -0.061 (0.008) 0.061 (0.008) 0.134 (0.018) -0.003 (0.012) 40,427
NIC DHS 1998 -0.075 (0.021) -0.057 (0.016) 0.022 (0.018) 0.034 (0.028) -0.053 (0.028) 11,523
NPL DHS 2006 -0.045 (0.019) -0.041 (0.017) 0.007 (0.016) 0.011 (0.027) -0.038 (0.025) 8,707
NPL DHS 2011 -0.064 (0.017) -0.061 (0.016) -0.038 (0.014) -0.064 (0.023) -0.102 (0.021) 10,826
NPL DHS 2016 -0.079 (0.016) -0.093 (0.018) -0.036 (0.014) -0.048 (0.018) -0.115 (0.021) 11,040
NPL MICS 2019 0.004 (0.014) 0.004 (0.016) 0.019 (0.012) 0.030 (0.019) 0.023 (0.018) 12,653
PER DHS 1996 -0.044 (0.020) -0.036 (0.016) 0.030 (0.016) 0.051 (0.028) -0.014 (0.025) 28,119
PHL DHS 2003 -0.055 (0.018) -0.044 (0.014) 0.013 (0.015) 0.021 (0.024) -0.042 (0.022) 12,585
PNG DHS 2016 -0.080 (0.016) -0.065 (0.013) 0.030 (0.013) 0.042 (0.019) -0.049 (0.020) 16,001
RWA MICS 2000 -0.082 (0.018) -0.082 (0.018) 0.010 (0.015) 0.021 (0.032) -0.072 (0.024) 9,684
RWA DHS 2005 -0.071 (0.017) -0.068 (0.016) -0.015 (0.013) -0.035 (0.029) -0.086 (0.021) 10,270
RWA DHS 2010 0.016 (0.015) 0.016 (0.015) -0.039 (0.011) -0.092 (0.025) -0.023 (0.019) 12,532
SEN DHS 2005 -0.128 (0.039) -0.067 (0.020) 0.003 (0.029) 0.002 (0.028) -0.125 (0.053) 7,411
SEN DHS 2010 -0.058 (0.038) -0.030 (0.019) 0.083 (0.026) 0.082 (0.026) 0.025 (0.050) 7,902
SEN DHS 2014 -0.168 (0.050) -0.087 (0.024) 0.026 (0.033) 0.026 (0.034) -0.142 (0.066) 4,231
SEN DHS 2015 -0.060 (0.048) -0.032 (0.025) 0.078 (0.031) 0.088 (0.037) 0.018 (0.063) 4,511
SEN DHS 2016 -0.153 (0.046) -0.082 (0.023) 0.006 (0.031) 0.006 (0.033) -0.147 (0.062) 4,437
SLE DHS 2008 -0.291 (0.022) -0.230 (0.015) 0.162 (0.022) 0.230 (0.034) -0.129 (0.030) 7,284
SLE DHS 2013 -0.129 (0.018) -0.097 (0.013) 0.052 (0.014) 0.087 (0.025) -0.077 (0.023) 12,620
SLE MICS 2017 0.004 (0.015) 0.004 (0.015) 0.004 (0.012) 0.008 (0.021) 0.008 (0.019) 15,308
SLE DHS 2019 -0.150 (0.017) -0.119 (0.013) 0.058 (0.014) 0.099 (0.025) -0.091 (0.023) 13,399
SUR MICS 2018 0.021 (0.021) 0.021 (0.021) 0.019 (0.015) 0.033 (0.027) 0.039 (0.025) 7,914
TCA MICS 2019 -0.003 (0.036) -0.005 (0.062) 0.007 (0.031) 0.016 (0.073) 0.004 (0.041) 1,447
TCD DHS 1996 0.001 (0.028) 0.001 (0.026) 0.027 (0.023) 0.045 (0.040) 0.028 (0.039) 6,835
TCD DHS 2004 -0.017 (0.031) -0.015 (0.027) 0.031 (0.025) 0.052 (0.042) 0.014 (0.042) 5,367
TCD MICS 2019 0.007 (0.014) 0.006 (0.014) -0.025 (0.013) -0.036 (0.019) -0.018 (0.020) 18,967
TGO DHS 1998 -0.186 (0.024) -0.145 (0.018) 0.020 (0.021) 0.028 (0.030) -0.166 (0.034) 7,515
TGO MICS 2010 0.007 (0.024) 0.007 (0.024) 0.059 (0.023) 0.101 (0.040) 0.067 (0.034) 6,029
TGO DHS 2013 -0.098 (0.019) -0.090 (0.016) 0.043 (0.016) 0.083 (0.032) -0.055 (0.025) 9,548
THA MICS 2019 -0.009 (0.007) -0.013 (0.011) 0.017 (0.007) 0.026 (0.011) 0.008 (0.009) 35,569
THA MICS 2022 -0.013 (0.008) -0.019 (0.012) 0.006 (0.007) 0.009 (0.012) -0.007 (0.010) 29,949
TLS DHS 2009 -0.074 (0.019) -0.060 (0.015) 0.001 (0.017) 0.001 (0.020) -0.073 (0.025) 11,462
TON MICS 2019 -0.007 (0.040) -0.006 (0.035) -0.012 (0.032) -0.015 (0.040) -0.018 (0.051) 2,498
TUN MICS 2018 0.004 (0.018) 0.004 (0.019) 0.006 (0.014) 0.009 (0.021) 0.010 (0.022) 11,224
TUV MICS 2019 -0.238 (0.096) -0.156 (0.059) 0.005 (0.067) 0.006 (0.075) -0.233 (0.122) 694
TZA DHS 1991 -0.026 (0.025) -0.023 (0.022) 0.055 (0.022) 0.083 (0.034) 0.028 (0.034) 8,326
TZA DHS 1996 -0.074 (0.022) -0.071 (0.020) 0.087 (0.019) 0.145 (0.034) 0.013 (0.029) 7,967
TZA DHS 2004 -0.010 (0.019) -0.011 (0.020) 0.028 (0.019) 0.038 (0.026) 0.018 (0.027) 9,735
TZA DHS 2010 -0.065 (0.019) -0.067 (0.019) 0.047 (0.019) 0.063 (0.027) -0.019 (0.027) 9,623
TZA DHS 2015 0.002 (0.017) 0.002 (0.018) 0.032 (0.017) 0.045 (0.023) 0.034 (0.024) 12,563
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Table A4: Effect of man’s questionnaire on number of men in the household

Eligible men Ineligible men Total men
Survey Absolute Relative Absolute Relative Absolute N

TZA DHS 2022 -0.074 (0.014) -0.084 (0.015) 0.022 (0.013) 0.032 (0.019) -0.052 (0.019) 15,705
UGA DHS 1995 -0.069 (0.020) -0.073 (0.020) 0.077 (0.020) 0.151 (0.041) 0.008 (0.028) 7,549
UGA DHS 2000 -0.041 (0.019) -0.045 (0.020) 0.034 (0.020) 0.060 (0.036) -0.006 (0.028) 7,876
UGA DHS 2006 -0.022 (0.018) -0.023 (0.019) -0.010 (0.018) -0.016 (0.029) -0.032 (0.025) 8,870
UGA DHS 2011 -0.112 (0.019) -0.111 (0.018) 0.027 (0.018) 0.048 (0.032) -0.085 (0.026) 9,033
UGA DHS 2016 -0.064 (0.012) -0.068 (0.013) -0.033 (0.011) -0.060 (0.020) -0.097 (0.017) 19,588
UKR DHS 2007 -0.061 (0.012) -0.104 (0.019) 0.026 (0.010) 0.054 (0.021) -0.035 (0.014) 13,368
UZB DHS 2002 -0.146 (0.036) -0.095 (0.022) 0.057 (0.028) 0.083 (0.042) -0.089 (0.043) 3,363
VNM MICS 2020 -0.028 (0.012) -0.033 (0.014) 0.010 (0.010) 0.018 (0.019) -0.018 (0.014) 13,359
WSM MICS 2019 -0.040 (0.046) -0.027 (0.031) 0.040 (0.035) 0.043 (0.037) 0.001 (0.060) 3,196
XKX MICS 2013 -0.020 (0.032) -0.014 (0.022) 0.035 (0.022) 0.042 (0.027) 0.014 (0.039) 4,127
XKX MICS 2019 -0.012 (0.026) -0.009 (0.020) 0.011 (0.018) 0.014 (0.024) -0.001 (0.031) 5,124
ZAF DHS 2016 -0.023 (0.017) -0.024 (0.018) -0.004 (0.011) -0.012 (0.032) -0.027 (0.020) 11,079
ZMB DHS 1996 -0.057 (0.026) -0.049 (0.022) 0.082 (0.023) 0.130 (0.038) 0.025 (0.035) 7,286
ZMB DHS 2001 -0.156 (0.023) -0.133 (0.018) 0.047 (0.021) 0.079 (0.036) -0.109 (0.031) 7,123
ZWE DHS 1994 -0.052 (0.024) -0.050 (0.023) -0.012 (0.022) -0.018 (0.033) -0.064 (0.033) 5,983
ZWE DHS 1999 -0.063 (0.022) -0.063 (0.021) 0.024 (0.020) 0.042 (0.035) -0.039 (0.029) 6,369
ZWE MICS 2014 -0.057 (0.013) -0.063 (0.014) -0.002 (0.011) -0.005 (0.023) -0.060 (0.018) 15,686
ZWE MICS 2019 -0.030 (0.015) -0.034 (0.017) 0.027 (0.013) 0.061 (0.029) -0.003 (0.019) 11,091

Notes: Relative regression coefficients are computed as absolute regression coefficients over the control mean. Standard
errors are displayed in parentheses.

Table A5: Effect of woman’s questionnaire on number of women in the household

Survey Absolute Relative N

GAB DHS 2019 -0.021 (0.008) -0.091 (0.034) 11,781
GHA DHS 2008 -0.121 (0.016) -0.121 (0.015) 11,778
NAM DHS 2013 -0.003 (0.008) -0.015 (0.042) 9,849

Notes: Relative regression coefficients are computed as abso-
lute regression coefficients over the control mean. Standard
errors are displayed in parentheses.

Table A6: Bounds on missing women from survey-census comparison

Eligible women Ineligible women Lower bound Upper bound
Survey Absolute Absolute Relative Relative N

AGO DHS 2015 -0.044 (0.009) 0.093 (0.008) -0.063 (0.006) -0.126 (0.011) 539,065
BEN DHS 2001 -0.155 (0.014) 0.026 (0.012) -0.069 (0.006) -0.139 (0.012) 123,950
BEN DHS 2011 -0.279 (0.008) 0.074 (0.007) -0.136 (0.004) -0.273 (0.008) 194,670
BEN MICS 2014 -0.179 (0.010) 0.041 (0.009) -0.083 (0.005) -0.165 (0.009) 192,364
BFA DHS 1998 0.003 (0.017) 0.146 (0.016) -0.050 (0.007) -0.101 (0.015) 165,865
BFA MICS 2006 0.037 (0.020) 0.293 (0.020) -0.091 (0.009) -0.183 (0.017) 240,602
BOL DHS 1994 -0.030 (0.009) 0.065 (0.008) -0.044 (0.006) -0.088 (0.012) 150,516
BOL DHS 2003 -0.022 (0.008) 0.045 (0.006) -0.032 (0.005) -0.065 (0.010) 212,911
CIV DHS 1998 0.110 (0.036) 0.166 (0.027) -0.021 (0.013) -0.041 (0.027) 265,179
CMR DHS 2004 -0.114 (0.011) 0.069 (0.009) -0.075 (0.005) -0.149 (0.010) 345,535
CMR MICS 2006 -0.243 (0.012) 0.047 (0.010) -0.115 (0.006) -0.231 (0.012) 346,001
COL DHS 2005 0.079 (0.007) 0.061 (0.004) 0.008 (0.004) 0.016 (0.007) 1,071,921
CRI MICS 2011 0.021 (0.019) 0.055 (0.013) -0.017 (0.013) -0.034 (0.025) 126,620
CUB MICS 2010 0.015 (0.013) 0.071 (0.010) -0.038 (0.012) -0.076 (0.024) 376,454
CUB MICS 2014 -0.034 (0.013) 0.089 (0.010) -0.082 (0.012) -0.163 (0.024) 376,712
DOM MICS 2000 -0.049 (0.016) 0.022 (0.010) -0.030 (0.008) -0.060 (0.017) 204,663
DOM DHS 2002 -0.054 (0.007) 0.018 (0.006) -0.035 (0.005) -0.069 (0.009) 226,875
ETH DHS 2005 0.022 (0.008) 0.134 (0.008) -0.053 (0.006) -0.107 (0.012) 294,555
GHA DHS 1998 -0.391 (0.011) -0.089 (0.010) -0.123 (0.006) -0.246 (0.011) 371,542
GHA DHS 2008 -0.275 (0.012) -0.003 (0.010) -0.119 (0.007) -0.237 (0.013) 545,826
GIN DHS 2012 -0.441 (0.015) 0.150 (0.014) -0.168 (0.005) -0.336 (0.011) 153,397
GTM DHS 1995 -0.021 (0.011) 0.053 (0.009) -0.030 (0.006) -0.060 (0.012) 169,086
HTI DHS 2005 -0.146 (0.012) 0.070 (0.010) -0.085 (0.006) -0.169 (0.012) 185,841
IDN MICS 2000 0.003 (0.008) 0.062 (0.007) -0.027 (0.005) -0.053 (0.011) 5,062,004
IDN DHS 2012 -0.005 (0.005) 0.065 (0.004) -0.033 (0.004) -0.065 (0.007) 6,061,110
KEN DHS 1989 -0.126 (0.013) 0.193 (0.012) -0.145 (0.008) -0.291 (0.016) 222,621
KEN DHS 1998 -0.112 (0.010) 0.101 (0.009) -0.097 (0.006) -0.194 (0.012) 319,701
KEN DHS 2008 -0.063 (0.012) 0.067 (0.011) -0.061 (0.007) -0.123 (0.014) 892,539
KHM DHS 2000 -0.014 (0.008) 0.061 (0.008) -0.029 (0.004) -0.057 (0.009) 227,777
KHM DHS 2005 -0.056 (0.011) 0.021 (0.009) -0.030 (0.005) -0.060 (0.011) 34,945
KHM DHS 2010 -0.077 (0.008) 0.030 (0.007) -0.042 (0.004) -0.083 (0.009) 295,935
KHM DHS 2014 -0.112 (0.010) 0.041 (0.009) -0.062 (0.006) -0.124 (0.011) 44,172
KHM DHS 2021 -0.183 (0.007) 0.042 (0.006) -0.097 (0.004) -0.193 (0.009) 373,281
LAO MICS 2006 -0.127 (0.012) 0.049 (0.011) -0.061 (0.006) -0.121 (0.011) 100,760
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Table A6: Bounds on missing women from survey-census comparison

Eligible women Ineligible women Lower bound Upper bound
Survey Absolute Absolute Relative Relative N

LAO MICS 2017 -0.278 (0.007) 0.014 (0.006) -0.101 (0.003) -0.202 (0.006) 140,210
LBR DHS 2007 -0.156 (0.015) 0.063 (0.012) -0.085 (0.007) -0.170 (0.014) 73,260
LBR DHS 2009 -0.125 (0.019) 0.102 (0.016) -0.088 (0.009) -0.176 (0.018) 70,625
LSO DHS 2004 -0.200 (0.011) 0.090 (0.010) -0.135 (0.007) -0.269 (0.014) 49,099
MAR DHS 1992 -0.006 (0.014) 0.080 (0.010) -0.029 (0.005) -0.057 (0.011) 226,740
MAR DHS 2003 0.062 (0.011) 0.039 (0.007) 0.008 (0.004) 0.015 (0.008) 292,297
MEX MICS 2015 -0.030 (0.016) 0.029 (0.012) -0.028 (0.011) -0.057 (0.022) 2,849,555
MMR DHS 2015 -0.133 (0.009) 0.054 (0.007) -0.076 (0.005) -0.151 (0.010) 1,092,036
MNG MICS 2010 -0.071 (0.009) 0.044 (0.007) -0.054 (0.006) -0.108 (0.012) 77,675
MOZ DHS 1997 -0.018 (0.019) 0.134 (0.014) -0.072 (0.010) -0.145 (0.021) 366,810
MOZ MICS 2008 -0.006 (0.008) 0.095 (0.008) -0.049 (0.006) -0.098 (0.011) 469,429
MOZ DHS 2009 -0.100 (0.010) 0.044 (0.010) -0.061 (0.006) -0.122 (0.012) 459,990
MWI DHS 1996 -0.110 (0.017) 0.092 (0.018) -0.095 (0.012) -0.190 (0.024) 227,107
MWI DHS 2000 -0.103 (0.007) 0.084 (0.007) -0.089 (0.005) -0.177 (0.010) 238,355
MWI MICS 2006 -0.160 (0.005) 0.067 (0.006) -0.107 (0.004) -0.215 (0.008) 311,089
MWI DHS 2010 -0.073 (0.006) 0.087 (0.006) -0.076 (0.004) -0.153 (0.008) 305,814
NAM DHS 2013 -0.095 (0.012) 0.002 (0.009) -0.041 (0.006) -0.082 (0.013) 102,477
NER DHS 2012 -0.375 (0.011) 0.000 (0.012) -0.129 (0.005) -0.258 (0.011) 34,672
NPL DHS 2011 -0.112 (0.010) -0.013 (0.008) -0.038 (0.005) -0.076 (0.010) 676,334
PER DHS 1991 0.121 (0.009) 0.095 (0.007) 0.011 (0.005) 0.022 (0.010) 483,608
PER DHS 2007 -0.096 (0.006) 0.073 (0.004) -0.077 (0.003) -0.153 (0.007) 706,727
PER DHS 2009 -0.104 (0.007) 0.047 (0.005) -0.069 (0.004) -0.137 (0.008) 688,434
PHL DHS 2008 -0.000 (0.009) 0.058 (0.007) -0.025 (0.005) -0.049 (0.010) 2,058,873
PRY DHS 1990 0.015 (0.013) 0.057 (0.011) -0.019 (0.007) -0.038 (0.015) 90,914
RWA DHS 1992 0.050 (0.011) 0.060 (0.010) -0.005 (0.007) -0.010 (0.014) 154,753
RWA DHS 2000 -0.101 (0.009) 0.096 (0.009) -0.084 (0.005) -0.168 (0.011) 182,820
RWA MICS 2000 0.040 (0.014) 0.085 (0.013) -0.019 (0.008) -0.038 (0.016) 178,295
RWA DHS 2010 0.004 (0.007) 0.038 (0.006) -0.015 (0.004) -0.031 (0.009) 251,746
RWA DHS 2013 -0.021 (0.012) 0.034 (0.011) -0.025 (0.007) -0.051 (0.015) 244,050
RWA DHS 2014 -0.030 (0.007) 0.029 (0.007) -0.027 (0.005) -0.053 (0.009) 251,911
SEN DHS 2012 0.112 (0.037) 0.195 (0.024) -0.021 (0.008) -0.041 (0.017) 148,146
SEN DHS 2014 0.089 (0.039) 0.200 (0.024) -0.028 (0.009) -0.056 (0.018) 148,204
SEN DHS 2015 -0.024 (0.033) 0.189 (0.021) -0.054 (0.008) -0.107 (0.015) 148,480

Notes: Standard errors are displayed in parentheses.

Table A7: Bounds on missing men from survey-census comparison

Eligible men Ineligible men Lower bound Upper bound
Survey Absolute Absolute Relative Relative N

BEN DHS 2001 -0.223 (0.017) 0.068 (0.015) -0.117 (0.009) -0.234 (0.017) 121,150
BEN DHS 2011 -0.294 (0.012) 0.064 (0.010) -0.142 (0.006) -0.284 (0.012) 183,196
BEN MICS 2014 -0.212 (0.016) 0.033 (0.015) -0.104 (0.009) -0.207 (0.017) 183,064
BFA DHS 1998 -0.099 (0.020) 0.131 (0.020) -0.090 (0.010) -0.180 (0.021) 163,494
BOL DHS 2003 -0.059 (0.012) 0.040 (0.009) -0.044 (0.007) -0.088 (0.014) 200,818
CUB MICS 2014 -0.065 (0.017) 0.043 (0.014) -0.072 (0.017) -0.143 (0.033) 372,267
GHA DHS 1998 -0.482 (0.018) -0.103 (0.014) -0.147 (0.009) -0.294 (0.017) 367,671
GHA DHS 2008 -0.356 (0.011) -0.007 (0.009) -0.150 (0.006) -0.299 (0.011) 545,826
KEN DHS 1998 -0.162 (0.015) 0.066 (0.013) -0.105 (0.009) -0.210 (0.018) 315,578
KEN DHS 2008 -0.150 (0.017) 0.027 (0.014) -0.083 (0.010) -0.166 (0.019) 888,067
KHM DHS 2010 -0.125 (0.012) -0.001 (0.009) -0.051 (0.006) -0.103 (0.012) 288,141
KHM DHS 2014 -0.170 (0.016) 0.012 (0.012) -0.079 (0.009) -0.158 (0.017) 33,982
LAO MICS 2017 -0.246 (0.010) 0.003 (0.008) -0.090 (0.005) -0.180 (0.009) 129,100
LSO DHS 2004 -0.242 (0.016) 0.073 (0.012) -0.151 (0.009) -0.303 (0.018) 44,809
MMR DHS 2015 -0.222 (0.012) 0.031 (0.010) -0.117 (0.007) -0.234 (0.015) 1,085,881
MOZ DHS 1997 -0.017 (0.027) 0.099 (0.023) -0.059 (0.019) -0.118 (0.038) 360,639
MWI DHS 2000 -0.105 (0.017) 0.052 (0.014) -0.075 (0.011) -0.150 (0.021) 227,898
MWI MICS 2006 -0.147 (0.010) 0.020 (0.010) -0.083 (0.007) -0.166 (0.014) 290,859
MWI DHS 2010 -0.093 (0.011) 0.087 (0.010) -0.088 (0.007) -0.175 (0.015) 289,819
NER DHS 2012 -0.610 (0.015) 0.069 (0.015) -0.242 (0.007) -0.483 (0.014) 29,101
RWA DHS 2000 -0.135 (0.015) 0.092 (0.013) -0.112 (0.010) -0.224 (0.020) 176,276
RWA DHS 2010 -0.007 (0.011) 0.022 (0.008) -0.014 (0.006) -0.029 (0.013) 242,213
SEN DHS 2014 -0.226 (0.055) 0.053 (0.026) -0.070 (0.014) -0.140 (0.028) 146,117
SEN DHS 2015 -0.227 (0.042) 0.083 (0.025) -0.078 (0.011) -0.156 (0.021) 146,223
SLE DHS 2013 -0.283 (0.016) 0.127 (0.012) -0.139 (0.007) -0.278 (0.013) 132,227
TGO MICS 2010 -0.032 (0.025) 0.059 (0.018) -0.038 (0.012) -0.077 (0.025) 121,355
TZA DHS 2004 -0.053 (0.019) 0.035 (0.017) -0.044 (0.012) -0.089 (0.024) 812,977
TZA DHS 2010 -0.103 (0.020) 0.058 (0.018) -0.078 (0.012) -0.157 (0.025) 942,302
UGA DHS 2000 -0.129 (0.017) 0.039 (0.017) -0.083 (0.012) -0.167 (0.023) 509,239
UGA DHS 2016 -0.090 (0.012) 0.009 (0.010) -0.050 (0.008) -0.101 (0.015) 717,523
VNM MICS 2020 -0.134 (0.010) 0.030 (0.009) -0.089 (0.008) -0.178 (0.016) 2,262,794

Notes: Standard errors are displayed in parentheses.
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ALB DHS 2008 0.011 (0.008) 0.001 (0.003) 0.001 (0.007) 0.009 (0.022) 0.037 (0.037) 6,532
ALB DHS 2017 0.007 (0.005) 0.000 (0.002) -0.001 (0.006) 0.008 (0.011) -0.027 (0.032) 14,980
ARM DHS 2000 0.004 (0.007) 0.007 (0.003) 0.016 (0.006) 0.041 (0.040) 5,961
ARM DHS 2005 0.011 (0.009) 0.002 (0.003) 0.012 (0.010) 0.035 (0.046) 5,493
ARM DHS 2010 -0.011 (0.008) -0.006 (0.004) 0.008 (0.006) -0.021 (0.025) 0.025 (0.050) 5,224
ARM DHS 2015 0.004 (0.007) -0.004 (0.003) -0.010 (0.006) 0.011 (0.023) 0.016 (0.039) 5,786
AZE DHS 2006 0.001 (0.007) 0.004 (0.003) 0.008 (0.005) 0.018 (0.016) 0.104 (0.042) 8,641
BDI DHS 2010 0.014 (0.007) -0.000 (0.008) 0.015 (0.018) 0.020 (0.018) 0.060 (0.028) 9,301
BDI DHS 2016 0.015 (0.005) 0.018 (0.006) -0.004 (0.012) 0.042 (0.014) 0.055 (0.021) 16,360
BEN DHS 1996 0.002 (0.010) 0.019 (0.011) 0.021 (0.041) 0.051 (0.038) 4,339
BEN DHS 2001 0.013 (0.009) 0.013 (0.009) -0.015 (0.026) 0.121 (0.039) 6,116
BEN DHS 2006 0.014 (0.005) 0.004 (0.005) 0.016 (0.015) 0.076 (0.013) 0.102 (0.021) 18,659
BEN DHS 2011 0.018 (0.006) 0.016 (0.005) 0.026 (0.015) 0.071 (0.012) 0.116 (0.022) 18,552
BEN MICS 2014 0.012 (0.006) 0.021 (0.006) -0.010 (0.014) 0.070 (0.032) 14,559
BFA DHS 1998 0.019 (0.010) 0.008 (0.012) 0.001 (0.041) 0.047 (0.024) 6,110
BFA DHS 2003 0.021 (0.007) 0.013 (0.008) 0.085 (0.032) 0.089 (0.032) 12,275
BFA DHS 2010 0.028 (0.006) 0.014 (0.005) 0.014 (0.021) 0.077 (0.014) 0.120 (0.022) 16,286
BFA DHS 2021 0.030 (0.005) 0.021 (0.006) -0.020 (0.015) 0.086 (0.014) 0.094 (0.022) 16,910
BGD DHS 2004 0.016 (0.005) -0.002 (0.007) -0.010 (0.015) 0.017 (0.013) 13,021
BOL DHS 1998 -0.001 (0.007) 0.000 (0.004) 0.003 (0.009) -0.000 (0.028) 12,788
BOL DHS 2003 0.009 (0.005) -0.004 (0.004) -0.008 (0.006) 0.023 (0.023) 20,542
BOL DHS 2008 0.006 (0.005) 0.002 (0.003) 0.005 (0.006) 0.047 (0.024) 20,016
BRA DHS 1996 -0.009 (0.006) 0.005 (0.006) 0.027 (0.012) -0.002 (0.032) 15,325
CAF DHS 1994 0.024 (0.010) 0.056 (0.015) 0.043 (0.026) 0.142 (0.051) 5,901
CAF MICS 2006 0.004 (0.006) -0.000 (0.008) 0.025 (0.014) 0.080 (0.037) 11,028
CAF MICS 2010 0.001 (0.006) 0.003 (0.007) 0.007 (0.012) 0.115 (0.035) 11,175
CAF MICS 2018 -0.004 (0.007) 0.001 (0.010) 0.002 (0.012) 0.013 (0.036) 8,832
CIV DHS 1994 -0.021 (0.008) 0.031 (0.018) 0.029 (0.026) 0.013 (0.040) 8,700
CIV DHS 1998 0.014 (0.014) 0.010 (0.027) 0.077 (0.037) 3,120
CIV DHS 2011 0.013 (0.007) 0.012 (0.011) 0.021 (0.019) 0.056 (0.018) 0.157 (0.040) 11,852
CIV DHS 2021 -0.004 (0.005) 0.013 (0.007) 0.010 (0.015) 0.040 (0.014) 0.082 (0.030) 16,288
CMR DHS 1998 -0.009 (0.009) 0.022 (0.016) 0.020 (0.016) -0.055 (0.044) 5,889
CMR MICS 2014 -0.000 (0.007) 0.009 (0.009) 0.026 (0.010) -0.005 (0.040) 9,923
COD DHS 2007 0.018 (0.007) 0.014 (0.009) 0.015 (0.010) 0.068 (0.017) 0.088 (0.040) 10,575
COG DHS 2005 -0.003 (0.008) -0.020 (0.012) 0.031 (0.012) 0.048 (0.042) 7,206
COG MICS 2014 -0.006 (0.006) -0.012 (0.007) 0.012 (0.009) -0.083 (0.034) 10,991
COM DHS 1996 -0.031 (0.015) 0.001 (0.025) 0.083 (0.049) 0.003 (0.065) 2,961
COM DHS 2012 -0.032 (0.010) -0.027 (0.015) 0.001 (0.020) -0.055 (0.025) 0.028 (0.050) 5,331
CUB MICS 2014 0.010 (0.006) 0.010 (0.006) -0.010 (0.006) 0.112 (0.076) 7,190
CUB MICS 2019 0.000 (0.006) 0.004 (0.006) 0.011 (0.006) 0.058 (0.063) 7,757
ETH DHS 2000 0.020 (0.007) -0.013 (0.009) 0.054 (0.023) 0.096 (0.040) 15,418
ETH DHS 2005 0.017 (0.006) 0.015 (0.006) 0.047 (0.015) 0.069 (0.029) 15,092
FJI MICS 2021 0.002 (0.008) 0.008 (0.010) 0.014 (0.008) 0.002 (0.043) 5,455
GAB DHS 2000 -0.013 (0.009) 0.014 (0.016) 0.016 (0.015) 0.049 (0.059) 7,303
GAB DHS 2012 0.002 (0.008) 0.006 (0.011) 0.002 (0.011) 0.064 (0.022) 0.139 (0.068) 9,210
GAB DHS 2019 -0.017 (0.007) -0.025 (0.008) 0.023 (0.010) -0.005 (0.018) -0.023 (0.055) 11,442
GEO MICS 2018 0.007 (0.006) 0.011 (0.004) 0.009 (0.005) 0.115 (0.043) 8,877
GHA DHS 1998 0.005 (0.011) -0.005 (0.008) -0.032 (0.018) 0.055 (0.028) 4,867
GHA MICS 2006 0.007 (0.010) -0.014 (0.009) 0.025 (0.016) 0.067 (0.054) 5,735
GHA DHS 2008 0.014 (0.007) 0.020 (0.006) 0.029 (0.011) 0.051 (0.018) 10,607
GHA MICS 2011 0.024 (0.008) 0.034 (0.006) -0.003 (0.013) -0.037 (0.044) 10,331
GHA DHS 2014 0.016 (0.007) 0.013 (0.006) 0.003 (0.011) 0.030 (0.019) 9,667
GHA MICS 2017 -0.002 (0.007) -0.001 (0.006) 0.008 (0.009) -0.030 (0.046) 11,096
GIN DHS 1999 0.015 (0.010) -0.004 (0.013) 0.037 (0.038) -0.004 (0.036) 7,038
GIN DHS 2005 0.021 (0.009) 0.015 (0.010) 0.018 (0.030) 0.106 (0.039) 7,031
GIN DHS 2018 0.041 (0.008) -0.005 (0.009) -0.002 (0.022) 0.087 (0.021) 0.116 (0.033) 9,213
GMB DHS 2013 -0.010 (0.008) 0.030 (0.016) 0.054 (0.021) -0.012 (0.021) -0.049 (0.042) 10,617
GMB MICS 2018 -0.014 (0.007) 0.003 (0.016) 0.023 (0.019) -0.090 (0.042) 10,855
GMB DHS 2019 -0.004 (0.007) 0.013 (0.017) 0.061 (0.021) -0.005 (0.020) 0.019 (0.041) 10,988
GNB MICS 2014 0.005 (0.007) 0.018 (0.014) -0.015 (0.014) 0.034 (0.046) 9,784
GNB MICS 2018 0.007 (0.008) 0.002 (0.015) 0.015 (0.014) 0.021 (0.047) 10,415
GTM DHS 2014 0.003 (0.004) -0.000 (0.003) 0.007 (0.008) 0.014 (0.010) 0.033 (0.020) 24,718
HND DHS 2011 0.007 (0.004) -0.006 (0.004) -0.005 (0.008) 0.014 (0.020) 25,326
HND MICS 2019 0.003 (0.005) 0.004 (0.004) 0.002 (0.007) -0.004 (0.025) 19,674
HTI DHS 1994 -0.013 (0.010) -0.020 (0.017) -0.015 (0.026) -0.027 (0.049) 5,568
HTI DHS 2000 -0.007 (0.008) 0.005 (0.011) 0.001 (0.017) 0.008 (0.057) 10,977
HTI DHS 2005 -0.004 (0.007) 0.013 (0.010) -0.001 (0.015) 0.008 (0.018) -0.012 (0.037) 11,093
HTI DHS 2012 -0.006 (0.006) 0.024 (0.009) -0.001 (0.012) 0.013 (0.017) 0.060 (0.036) 15,135
IND DHS 2005 0.008 (0.002) 0.010 (0.003) 0.001 (0.004) 0.028 (0.005) 0.076 (0.013) 139,980
IND DHS 2015 0.008 (0.001) 0.005 (0.001) -0.005 (0.002) 0.025 (0.003) 0.055 (0.007) 768,359
IND DHS 2019 0.002 (0.001) 0.002 (0.001) 0.004 (0.002) 0.008 (0.003) 0.019 (0.008) 766,282
KEN DHS 1993 0.020 (0.008) 0.015 (0.008) -0.013 (0.013) 0.172 (0.043) 5,655
KEN DHS 1998 0.022 (0.008) 0.002 (0.008) 0.013 (0.010) 0.072 (0.041) 8,075
KEN DHS 2003 0.013 (0.007) 0.008 (0.008) 0.014 (0.011) -0.022 (0.037) 8,600
KEN DHS 2008 0.006 (0.008) 0.009 (0.008) -0.008 (0.009) 0.026 (0.021) 8,259
KEN DHS 2014 0.008 (0.004) 0.003 (0.004) -0.002 (0.005) 0.025 (0.010) 0.013 (0.021) 31,482
KEN DHS 2022 -0.002 (0.004) 0.004 (0.004) 0.002 (0.004) 0.017 (0.011) 0.007 (0.022) 32,890
KGZ DHS 2012 0.010 (0.007) -0.011 (0.005) 0.006 (0.005) 0.007 (0.017) 0.043 (0.034) 7,693
KHM DHS 2010 0.006 (0.005) -0.009 (0.005) 0.000 (0.009) 0.030 (0.013) 0.015 (0.022) 18,018
KHM DHS 2014 0.017 (0.005) 0.003 (0.005) 0.013 (0.009) 0.040 (0.012) 0.058 (0.025) 16,461
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KIR MICS 2018 -0.010 (0.009) 0.018 (0.017) 0.014 (0.010) 0.007 (0.043) 4,226
LAO MICS 2017 0.003 (0.003) -0.001 (0.003) -0.001 (0.006) 0.013 (0.016) 25,994
LBR DHS 2013 0.013 (0.007) 0.040 (0.012) 0.018 (0.014) 0.047 (0.018) 0.091 (0.045) 9,284
LBR DHS 2019 0.010 (0.008) 0.001 (0.010) 0.037 (0.015) 0.051 (0.018) 0.069 (0.046) 9,366
LSO DHS 2004 0.029 (0.010) 0.037 (0.010) 0.005 (0.017) 0.245 (0.060) 7,473
LSO DHS 2009 0.001 (0.009) 0.026 (0.010) 0.016 (0.015) -0.012 (0.023) 0.040 (0.047) 7,502
LSO DHS 2014 0.003 (0.009) 0.003 (0.011) -0.008 (0.014) 0.037 (0.025) 0.033 (0.053) 7,124
LSO MICS 2018 0.002 (0.007) -0.008 (0.009) 0.013 (0.009) -0.066 (0.047) 9,047
MDA DHS 2005 0.007 (0.007) 0.002 (0.003) 0.066 (0.054) -0.039 (0.035) 9,252
MDA MICS 2012 0.003 (0.008) 0.009 (0.005) 0.008 (0.008) -0.020 (0.044) 6,439
MDG DHS 2003 0.017 (0.008) 0.000 (0.007) 0.027 (0.014) 0.050 (0.044) 9,012
MDG DHS 2008 0.012 (0.005) 0.004 (0.005) -0.019 (0.010) 0.030 (0.010) 0.035 (0.021) 19,338
MLI DHS 1995 0.022 (0.008) 0.004 (0.009) -0.050 (0.037) 0.107 (0.032) 9,443
MLI DHS 2001 0.005 (0.007) -0.022 (0.007) -0.013 (0.031) 0.036 (0.031) 12,756
MLI DHS 2006 0.014 (0.006) -0.004 (0.006) 0.044 (0.028) 0.031 (0.032) 14,743
MLI DHS 2012 0.040 (0.007) 0.018 (0.006) -0.042 (0.024) 0.096 (0.016) 0.150 (0.028) 10,442
MLI MICS 2015 0.013 (0.005) -0.005 (0.008) 0.014 (0.018) 0.030 (0.027) 18,184
MLI DHS 2018 0.029 (0.007) 0.034 (0.007) 0.003 (0.023) 0.096 (0.016) 0.146 (0.028) 10,431
MMR DHS 2015 0.005 (0.006) 0.013 (0.006) -0.008 (0.010) 0.026 (0.015) 0.042 (0.029) 10,970
MNG MICS 2013 0.019 (0.005) 0.003 (0.003) 0.001 (0.007) 0.029 (0.022) 12,991
MNG MICS 2018 0.009 (0.005) 0.009 (0.003) 0.001 (0.008) 0.065 (0.031) 11,543
MOZ DHS 1997 0.014 (0.009) -0.005 (0.009) 0.033 (0.017) 0.050 (0.072) 8,998
MOZ DHS 2003 0.007 (0.007) -0.004 (0.008) 0.009 (0.016) 0.038 (0.031) 13,417
MRT MICS 2007 0.020 (0.007) 0.007 (0.009) 0.033 (0.021) 0.088 (0.039) 11,159
MRT MICS 2015 -0.018 (0.007) 0.000 (0.008) 0.002 (0.018) -0.072 (0.038) 11,586
MWI DHS 1992 0.013 (0.010) -0.001 (0.012) 0.008 (0.020) 0.059 (0.048) 4,003
MWI DHS 2000 0.008 (0.007) 0.009 (0.008) -0.010 (0.011) 0.032 (0.031) 13,723
MWI DHS 2004 0.019 (0.007) 0.010 (0.007) -0.033 (0.012) 0.062 (0.029) 12,234
MWI MICS 2006 0.011 (0.004) 0.005 (0.004) -0.003 (0.007) 0.037 (0.022) 26,763
MWI DHS 2010 0.005 (0.005) -0.001 (0.005) 0.001 (0.008) 0.009 (0.011) 0.011 (0.021) 23,558
MWI MICS 2013 0.007 (0.004) 0.008 (0.004) 0.003 (0.007) -0.002 (0.023) 24,831
MWI DHS 2015 0.007 (0.005) 0.005 (0.005) -0.002 (0.007) 0.054 (0.012) 0.031 (0.021) 25,285
MWI MICS 2019 -0.001 (0.005) 0.013 (0.004) -0.003 (0.007) -0.002 (0.024) 23,785
NAM DHS 2000 -0.010 (0.008) -0.001 (0.015) 0.008 (0.014) 0.041 (0.066) 7,279
NAM DHS 2006 0.007 (0.007) 0.006 (0.013) 0.002 (0.011) 0.070 (0.034) 0.076 (0.060) 9,268
NAM DHS 2013 -0.005 (0.007) 0.006 (0.011) -0.001 (0.010) -0.001 (0.024) -0.006 (0.048) 10,718
NER DHS 1998 0.028 (0.009) 0.015 (0.011) 0.035 (0.043) 0.122 (0.035) 6,849
NER DHS 2006 0.029 (0.008) 0.003 (0.009) 0.070 (0.036) 0.109 (0.034) 8,306
NER DHS 2012 0.038 (0.007) 0.002 (0.006) 0.039 (0.029) 0.089 (0.016) 0.143 (0.028) 10,242
NGA DHS 2003 0.002 (0.008) -0.008 (0.009) 0.023 (0.015) 0.086 (0.047) 8,407
NGA DHS 2008 0.013 (0.004) 0.006 (0.003) 0.012 (0.006) 0.037 (0.010) 0.039 (0.016) 35,595
NGA DHS 2013 0.012 (0.004) -0.009 (0.004) 0.016 (0.005) 0.009 (0.011) 0.052 (0.020) 35,801
NGA DHS 2018 0.019 (0.004) 0.004 (0.003) 0.019 (0.005) 0.116 (0.010) 0.219 (0.019) 41,909
NIC DHS 1998 -0.005 (0.007) 0.007 (0.006) -0.001 (0.014) 0.056 (0.015) 0.057 (0.031) 14,975
NPL DHS 2006 -0.013 (0.007) 0.011 (0.007) -0.010 (0.015) -0.002 (0.012) 0.015 (0.028) 9,306
NPL DHS 2011 0.023 (0.007) 0.013 (0.007) -0.007 (0.011) 0.020 (0.012) 0.001 (0.028) 11,022
NPL DHS 2016 0.005 (0.007) 0.014 (0.007) 0.006 (0.011) 0.029 (0.015) 0.062 (0.031) 8,902
NPL MICS 2019 -0.014 (0.005) -0.004 (0.004) 0.024 (0.009) -0.015 (0.026) 11,622
PER DHS 1996 0.000 (0.006) -0.003 (0.007) -0.009 (0.008) 0.108 (0.033) 34,583
PHL DHS 2003 0.003 (0.005) 0.009 (0.006) -0.014 (0.007) 15,521
PNG DHS 2016 0.012 (0.005) 0.023 (0.007) 0.024 (0.009) 0.027 (0.014) 0.099 (0.033) 18,927
RWA MICS 2000 0.012 (0.008) 0.017 (0.009) 0.029 (0.017) 0.096 (0.035) 9,513
RWA DHS 2005 0.022 (0.007) 0.005 (0.007) 0.019 (0.016) 0.032 (0.019) 0.064 (0.029) 10,281
RWA DHS 2010 -0.000 (0.006) 0.004 (0.006) -0.005 (0.012) -0.007 (0.016) -0.032 (0.023) 12,718
SEN DHS 2005 -0.005 (0.007) 0.002 (0.010) 0.070 (0.026) 0.030 (0.038) 13,845
SEN DHS 2010 -0.008 (0.006) -0.011 (0.014) 0.020 (0.021) -0.010 (0.017) 0.014 (0.036) 15,210
SEN DHS 2014 -0.001 (0.009) 0.006 (0.020) 0.021 (0.029) -0.013 (0.024) 0.093 (0.057) 7,848
SEN DHS 2015 0.008 (0.009) -0.023 (0.018) -0.020 (0.027) 0.037 (0.025) 0.078 (0.048) 8,242
SEN DHS 2016 -0.002 (0.009) -0.010 (0.017) 0.050 (0.027) -0.028 (0.022) 0.007 (0.047) 7,995
SLE DHS 2008 0.022 (0.008) 0.052 (0.012) 0.020 (0.021) 0.092 (0.019) 0.181 (0.041) 8,137
SLE DHS 2013 0.003 (0.006) -0.007 (0.009) 0.034 (0.015) 0.017 (0.013) 0.001 (0.024) 15,874
SLE MICS 2017 -0.012 (0.005) -0.014 (0.008) 0.009 (0.014) -0.029 (0.027) 15,041
SLE DHS 2019 0.017 (0.006) 0.018 (0.009) 0.025 (0.013) 0.053 (0.014) 0.113 (0.029) 15,832
SUR MICS 2018 0.004 (0.007) -0.001 (0.007) -0.009 (0.009) -0.032 (0.047) 7,967
TCA MICS 2019 0.006 (0.020) 0.002 (0.023) 0.024 (0.017) 0.366 (0.284) 834
TCD DHS 1996 0.002 (0.009) -0.044 (0.013) 0.038 (0.032) 0.074 (0.040) 7,398
TCD DHS 2004 0.013 (0.010) -0.003 (0.013) 0.048 (0.033) 0.008 (0.044) 6,125
TCD MICS 2019 0.002 (0.005) -0.007 (0.005) 0.020 (0.016) 0.019 (0.025) 19,619
TGO DHS 1998 0.026 (0.008) 0.021 (0.010) 0.012 (0.018) 0.147 (0.040) 8,899
TGO MICS 2010 0.008 (0.009) -0.000 (0.010) -0.016 (0.016) -0.048 (0.040) 6,249
TGO DHS 2013 0.019 (0.007) 0.007 (0.008) 0.022 (0.013) 0.072 (0.019) 0.016 (0.032) 9,916
THA MICS 2019 -0.001 (0.004) 0.002 (0.003) 0.004 (0.005) 0.052 (0.040) 23,559
THA MICS 2022 0.000 (0.004) -0.000 (0.003) 0.003 (0.005) -0.038 (0.041) 19,874
TLS DHS 2009 0.008 (0.006) 0.003 (0.007) 0.011 (0.013) 0.029 (0.018) 0.025 (0.027) 13,804
TON MICS 2019 0.008 (0.013) 0.019 (0.015) -0.001 (0.009) -0.035 (0.069) 2,909
TUN MICS 2018 -0.008 (0.007) 0.005 (0.003) -0.005 (0.009) 0.000 (0.037) 10,627
TUV MICS 2019 -0.026 (0.019) 0.041 (0.051) 0.002 (0.019) -0.180 (0.100) 998
TZA DHS 1991 -0.003 (0.009) -0.004 (0.010) 0.014 (0.014) 0.020 (0.043) 9,643
TZA DHS 1996 0.012 (0.009) -0.020 (0.010) 0.047 (0.033) 0.038 (0.038) 8,088
TZA DHS 2004 0.000 (0.008) -0.006 (0.009) -0.021 (0.012) 0.029 (0.039) 9,065
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to household head
Years of
schooling

Ever
married

Number of
biological children

in household
N

TZA DHS 2010 0.002 (0.008) -0.005 (0.009) -0.006 (0.010) 0.005 (0.021) -0.024 (0.037) 9,172
TZA DHS 2015 -0.005 (0.007) -0.010 (0.008) -0.008 (0.009) -0.024 (0.018) -0.016 (0.031) 11,995
TZA DHS 2022 0.005 (0.006) 0.013 (0.007) -0.007 (0.009) 0.025 (0.017) 0.042 (0.031) 13,351
UGA DHS 1995 0.012 (0.009) 0.002 (0.010) 0.028 (0.015) 0.131 (0.043) 6,997
UGA DHS 2000 0.015 (0.009) -0.005 (0.009) 0.012 (0.015) 0.094 (0.039) 7,074
UGA DHS 2006 0.015 (0.008) -0.001 (0.009) -0.009 (0.013) 0.053 (0.020) 0.039 (0.034) 8,257
UGA DHS 2011 0.013 (0.008) 0.002 (0.009) 0.001 (0.013) 0.062 (0.020) 0.070 (0.037) 8,742
UGA DHS 2016 0.008 (0.005) 0.009 (0.006) 0.027 (0.009) 0.027 (0.013) 0.035 (0.024) 17,929
UKR DHS 2007 0.003 (0.006) 0.003 (0.004) -0.001 (0.005) 0.003 (0.040) 7,470
UZB DHS 2002 0.015 (0.008) 0.007 (0.005) -0.024 (0.012) 4,981
VNM MICS 2020 -0.006 (0.005) 0.002 (0.003) -0.002 (0.008) 0.024 (0.024) 11,009
WSM MICS 2019 -0.008 (0.010) -0.003 (0.016) 0.004 (0.009) 0.023 (0.052) 4,637
XKX MICS 2013 -0.009 (0.008) 0.001 (0.007) -0.006 (0.006) -0.011 (0.037) 5,965
XKX MICS 2019 -0.001 (0.007) 0.001 (0.006) 0.002 (0.006) 0.046 (0.040) 6,452
ZAF DHS 2016 -0.012 (0.007) -0.015 (0.008) -0.010 (0.007) -0.022 (0.025) -0.060 (0.052) 10,142
ZMB DHS 1996 -0.022 (0.009) 0.015 (0.012) 0.004 (0.013) -0.002 (0.021) -0.016 (0.036) 8,401
ZMB DHS 2001 0.020 (0.008) 0.007 (0.011) 0.018 (0.011) 0.144 (0.037) 8,019
ZWE DHS 1994 0.003 (0.009) -0.007 (0.012) -0.019 (0.011) 0.033 (0.050) 5,993
ZWE DHS 1999 -0.012 (0.009) -0.010 (0.011) 0.007 (0.010) 0.063 (0.051) 6,173
ZWE MICS 2014 0.004 (0.006) 0.015 (0.007) -0.011 (0.005) 0.016 (0.028) 13,762
ZWE MICS 2019 0.001 (0.007) 0.016 (0.008) 0.003 (0.005) -0.000 (0.032) 9,582

Notes: All regression coefficients are relative to the control mean. Standard errors are clustered at the household level and
displayed in parentheses.

Table A9: Women’s selection

Survey Age
Closely related

to household head
Years of
schooling

Ever
married

Children
ever born

Survey PHC

BEN DHS 2001 0.008 (0.004) -0.115 (0.008) 0.040 (0.029) 0.010 (0.008) 6,448 154,594
BEN DHS 2011 0.034 (0.002) -0.092 (0.005) -0.093 (0.013) 0.055 (0.006) 17,329 229,892
BEN MICS 2014 0.043 (0.003) -0.050 (0.007) -0.056 (0.014) 0.054 (0.007) 0.182 (0.011) 16,348 237,416
BFA MICS 2006 0.031 (0.004) 0.015 (0.011) 0.177 (0.052) 0.006 (0.010) 8,159 329,415
BOL DHS 1994 0.004 (0.003) -0.102 (0.007) 0.158 (0.011) 0.069 (0.009) 9,316 152,815
BOL DHS 2003 0.005 (0.003) -0.159 (0.006) 0.024 (0.006) 0.116 (0.007) 18,487 200,216
CMR DHS 2004 -0.004 (0.003) 0.016 (0.007) -0.067 (0.009) 0.215 (0.008) 0.119 (0.012) 11,304 412,147
CMR MICS 2006 0.014 (0.004) -0.050 (0.008) -0.021 (0.011) 0.110 (0.010) 9,408 422,494
CRI MICS 2011 0.002 (0.006) 0.018 (0.015) 0.000 (0.011) 0.154 (0.018) 5,740 121,704
CUB MICS 2010 -0.011 (0.005) -0.025 (0.012) 0.072 (0.006) 0.174 (0.010) 9,440 276,307
CUB MICS 2014 0.011 (0.005) -0.028 (0.011) 0.094 (0.006) 0.124 (0.011) 9,232 276,307
DOM MICS 2000 -0.015 (0.005) 0.015 (0.011) -0.027 (0.011) 4,784 235,841
GHA DHS 1998 0.015 (0.004) -0.245 (0.008) 0.145 (0.016) 0.057 (0.010) 0.043 (0.015) 4,970 449,300
GHA DHS 2008 0.012 (0.003) -0.152 (0.006) 0.004 (0.008) 0.032 (0.008) 0.146 (0.018) 11,015 619,442
IDN MICS 2000 0.013 (0.003) -0.046 (0.004) -0.005 (0.006) 11,183 5,614,162
KEN DHS 1989 0.041 (0.005) -0.083 (0.009) 0.104 (0.010) 7,424 236,014
KEN DHS 1998 0.025 (0.004) -0.136 (0.008) 0.125 (0.009) 0.070 (0.009) 0.049 (0.012) 8,233 342,285
KEN DHS 2008 0.023 (0.005) -0.005 (0.010) 0.083 (0.008) 0.043 (0.011) 0.049 (0.014) 8,767 934,904
KHM DHS 2000 0.020 (0.003) -0.047 (0.006) 0.037 (0.011) -0.006 (0.006) 0.034 (0.009) 15,557 281,213
KHM DHS 2010 0.024 (0.003) 0.003 (0.006) 0.080 (0.008) 0.052 (0.007) 0.092 (0.010) 19,237 358,486
KHM DHS 2014 0.017 (0.003) 0.032 (0.007) 0.009 (0.009) 0.125 (0.009) 0.163 (0.013) 18,012 34,975
KHM DHS 2021 0.027 (0.002) -0.035 (0.006) 0.023 (0.007) 0.093 (0.006) 0.141 (0.009) 19,845 409,977
LAO MICS 2006 0.019 (0.004) 0.016 (0.006) -0.095 (0.013) 7,703 137,057
LAO MICS 2017 0.034 (0.002) -0.051 (0.003) 0.020 (0.007) 0.093 (0.005) 0.186 (0.007) 26,103 170,942
LBR DHS 2007 0.044 (0.005) 0.001 (0.011) 0.025 (0.021) 0.150 (0.011) 0.277 (0.017) 7,448 85,341
LBR DHS 2009 0.029 (0.006) 0.021 (0.014) 0.341 (0.021) 4,513 85,341
LSO DHS 2004 0.014 (0.004) -0.020 (0.009) -0.056 (0.006) 0.097 (0.011) 0.151 (0.016) 7,522 43,911
MEX MICS 2015 0.014 (0.005) -0.063 (0.007) 0.007 (0.008) 0.089 (0.012) 0.108 (0.014) 12,937 2,989,055
MMR DHS 2015 0.027 (0.003) -0.021 (0.007) -0.023 (0.007) 0.025 (0.008) 13,454 1,341,553
MNG MICS 2010 0.032 (0.003) -0.111 (0.007) 0.102 (0.009) 9,599 72,774
MOZ DHS 1997 0.017 (0.006) 0.025 (0.013) 0.059 (0.009) 9,590 377,199
MOZ MICS 2008 0.015 (0.003) -0.012 (0.006) 0.062 (0.005) 15,060 472,585
MOZ DHS 2009 0.026 (0.006) -0.040 (0.008) 0.074 (0.006) 6,749 534,121
MWI DHS 1996 0.034 (0.008) -0.129 (0.011) 0.250 (0.025) 0.027 (0.011) 0.147 (0.024) 2,737 237,593
MWI DHS 2000 0.011 (0.003) -0.094 (0.006) 0.084 (0.012) 0.026 (0.005) 0.024 (0.009) 13,538 237,593
MWI MICS 2006 -0.001 (0.002) -0.081 (0.004) -0.100 (0.007) 0.075 (0.004) 0.038 (0.007) 27,073 296,180
MWI DHS 2010 0.012 (0.002) -0.044 (0.005) 0.049 (0.007) 0.001 (0.004) 23,748 295,369
NER DHS 2012 0.030 (0.004) -0.217 (0.005) -0.054 (0.029) 0.083 (0.005) 11,698 34,811
PER DHS 1991 -0.009 (0.002) -0.013 (0.006) 0.052 (0.005) -0.004 (0.007) -0.031 (0.009) 17,351 570,535
PER DHS 2007 0.016 (0.002) -0.073 (0.004) 0.054 (0.004) 0.005 (0.005) 0.041 (0.007) 42,636 730,539
PER DHS 2009 0.015 (0.002) -0.091 (0.005) -0.004 (0.004) 0.020 (0.007) 0.004 (0.008) 24,606 730,539
PRY DHS 1990 -0.004 (0.004) -0.008 (0.010) 0.028 (0.009) 0.057 (0.011) 0.052 (0.015) 6,263 95,020
RWA DHS 1992 0.004 (0.004) 0.001 (0.008) 0.011 (0.009) 6,947 157,610
RWA DHS 2000 0.019 (0.003) 0.026 (0.008) 0.011 (0.011) 0.079 (0.008) 10,622 203,410
RWA MICS 2000 -0.010 (0.005) -0.035 (0.016) 0.017 (0.013) 5,207 205,833
SEN DHS 2012 -0.025 (0.004) 0.056 (0.010) -0.082 (0.025) 0.021 (0.011) 9,043 287,052
SEN DHS 2014 -0.004 (0.005) 0.067 (0.012) 0.033 (0.030) 0.030 (0.012) 8,831 287,052
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Table A9: Women’s selection

Survey Age
Closely related

to household head
Years of
schooling

Ever
married

Children
ever born

Survey PHC

SEN DHS 2015 -0.013 (0.004) 0.049 (0.010) 0.053 (0.027) 0.038 (0.011) 9,162 287,052
SLE DHS 2013 0.042 (0.003) -0.003 (0.007) -0.055 (0.015) 0.074 (0.007) 0.200 (0.011) 17,132 183,886
SLE DHS 2016 0.024 (0.004) -0.021 (0.009) 0.309 (0.015) 8,526 183,886
TGO MICS 2010 0.019 (0.004) -0.222 (0.008) 0.006 (0.017) -0.004 (0.010) 0.048 (0.014) 7,016 143,932
TTO MICS 2011 0.012 (0.005) -0.099 (0.009) 0.030 (0.006) 0.330 (0.022) 4,424 29,094
TZA DHS 2003 0.003 (0.004) -0.098 (0.008) 0.069 (0.010) 0.044 (0.008) -0.033 (0.011) 7,154 894,768
TZA DHS 2004 0.011 (0.003) -0.115 (0.008) 0.026 (0.011) 0.066 (0.007) -0.032 (0.010) 10,611 894,768
TZA DHS 2010 -0.004 (0.004) -0.110 (0.008) -0.043 (0.008) 0.110 (0.008) -0.015 (0.011) 10,522 1,102,685
TZA DHS 2011 0.001 (0.004) -0.089 (0.008) 0.015 (0.009) 0.093 (0.009) -0.006 (0.010) 11,423 1,102,685
UGA DHS 2000 0.016 (0.004) -0.066 (0.008) -0.009 (0.012) 0.085 (0.008) 0.046 (0.011) 7,734 540,836
UGA DHS 2014 -0.003 (0.004) -0.046 (0.010) 0.069 (0.014) 5,494 760,637
UGA DHS 2016 0.011 (0.002) 0.012 (0.007) 0.049 (0.006) 0.010 (0.005) 0.030 (0.008) 19,088 760,637
URY MICS 2012 0.023 (0.013) -0.003 (0.046) 0.098 (0.043) 3,103 78,649
VEN MICS 2000 0.004 (0.004) -0.015 (0.010) 0.055 (0.008) -0.003 (0.012) 5,235 618,630
VNM MICS 2010 0.027 (0.003) -0.079 (0.005) -0.119 (0.005) 0.083 (0.006) 0.099 (0.009) 12,115 4,021,751
VNM MICS 2020 0.016 (0.003) -0.122 (0.006) 0.014 (0.005) 0.096 (0.006) 0.178 (0.009) 11,294 2,077,336
ZAF DHS 2016 -0.007 (0.003) 0.007 (0.009) 0.017 (0.004) -0.147 (0.014) 9,878 906,048
ZMB DHS 1992 -0.008 (0.004) -0.054 (0.008) 0.104 (0.010) 0.100 (0.008) 0.161 (0.013) 7,250 177,735
ZMB DHS 2001 0.017 (0.003) -0.038 (0.008) 0.093 (0.010) 0.045 (0.008) 0.108 (0.012) 7,944 217,666
ZWE DHS 2010 0.007 (0.003) -0.026 (0.008) -0.016 (0.004) 0.019 (0.007) 0.027 (0.010) 9,831 161,929

Notes: All regression coefficients are relative to the control mean. Standard errors are clustered at the household level and displayed
in parentheses.

Table A10: Extreme rainfall events and question load across regression samples

# eligible men

(1) (2) (3) (4) (5) (6)

MQ -0.091*** -0.096*** -0.095*** -0.084*** -0.088*** -0.088***
(0.003) (0.004) (0.003) (0.003) (0.004) (0.003)

Drought 0.005 -0.018* 0.003
(0.011) (0.010) (0.011)

Drought x MQ 0.030*** 0.044*** 0.033***
(0.008) (0.009) (0.008)

Flood 0.005 0.011 0.004
(0.010) (0.012) (0.010)

Flood x MQ -0.018** -0.016** -0.015**
(0.007) (0.008) (0.008)

Constant 1.034*** 1.065*** 1.090*** 1.034*** 1.061*** 1.090***
(0.002) (0.002) (0.002) (0.002) (0.003) (0.002)

Full sample Yes No No Yes No No
Married sample No Yes No No Yes No
Children sample No No Yes No No Yes

Number of surveys 73 47 63 73 47 63
Observations 865,214 648,684 786,581 865,214 648,684 786,581
R2 0.109 0.063 0.065 0.109 0.063 0.065

All regressions include country-grid cell fixed effects and country-year fixed effects. MQ is an indicator
variable that takes the value one if a household that is eligible for the man’s questionnaire, and zero
otherwise. Drought and flood events are defined as described in the text. Standard errors are clustered
at the country-grid cell level.
* p<.10, ** p<.05, *** p<.01
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Table A11: Man’s questionnaire and missing men over time

Length of man’s questionnaire Elasticity of sampled men Share of missing men

(1) (2) (3) (4) (5) (6)

2000s 63.9864*** 57.9442*** -0.0022** -0.0018 0.0196*** 0.0181***
(6.4742) (6.9010) (0.0009) (0.0011) (0.0050) (0.0053)

2010s 75.7705*** 69.0714*** -0.0014* -0.0019** 0.0211*** 0.0219***
(5.6666) (6.9697) (0.0009) (0.0010) (0.0043) (0.0053)

2020s 102.4518*** 103.1996*** -0.0007 -0.0022 0.0219*** 0.0278***
(10.3637) (8.9780) (0.0014) (0.0015) (0.0067) (0.0081)

Country FE No Yes No Yes No Yes
Mean 1990s 103.0357 103.0357 -0.0097 -0.0097 0.0612 0.0612
N 181 181 181 181 181 181
R2 0.5152 0.7293 0.0265 0.4051 0.1558 0.5122

All specifications include survey program fixed effects. The omitted decade is the 1990s. The length of the
man’s questionnaire is measured by the number of questions listed in the questionnaire. See section 4.1.1
for details on the estimation of the share of missing men and section ?? for details on the estimation of the
elasticity of sampled men. Robust standard errors in columns (1) and (2). Standard errors in columns (3)-(6)
are bootstrapped using 100 repetitions.

Table A12: Elasticity of sample size and survey characteristics

Dependent variable: Elasticity

(1) (2) (3) (4)

Mandatory Re-interviewing 0.00437*** 0.00588***
(0.00149) (0.00156)

Field Check Tables 0.00072 0.00022
(0.00064) (0.00059)

Tablet -0.00019 -0.00222***
(0.00080) (0.00065)

Mean dep var -0.01028 -0.01031 -0.01028 -0.01031
SD dep var 0.00952 0.00957 0.00952 0.00957
N 181 178 181 178
R2 0.03766 0.02231 0.02096 0.04367

The dependent variable is the elasticity of sampled men with respect to question load.
The independent variables Mandatory re-interviewing, Field check tables and Tablet are
indicator variables that take the value one if a survey was implemented with the respective
feature, and zero otherwise. Additional details are provided in appendix A.1.5. Standard
errors are bootstrapped using 1000 repetitions.
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